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ABSTRACT

Ecologists working in conservation and resource management are discovering the importance of using Bayesian
analytic methods to deal explicitly with uncertainty in data analyses and decision making. However, Bayesian
procedures require, as inputs and outputs, an idea that is problematic for the human brain: the probability of a
hypothesis ("single−event probability"). I describe several cognitive concepts closely related to single−event
probabilities, and discuss how their interchangeability in the human mind results in "cognitive illusions,"
apparent deficits in reasoning about uncertainty. Each cognitive illusion implies specific possible pitfalls for the
use of single−event probabilities in ecology and resource management. I then discuss recent research in cognitive
psychology showing that simple tactics of communication, suggested by an evolutionary perspective on human
cognition, help people to process uncertain information more effectively as they read and talk about probabilities.
In addition, I suggest that carefully considered standards for methodology and conventions for presentation may
also make Bayesian analyses easier to understand.

KEY WORDS:cognitive psychology; judgment under uncertainty; cognitive illusion; Bayesian statistical analysis; Bayesian decision
analysis; probability; frequency; expert elicitation of probabilities.

INTRODUCTION

Conservation ecologists, resource managers, and policy makers are developing an appreciation for the value of
explicitly including uncertainty when they analyze ecological processes. Although it is unfamiliar to many
applied ecologists, Bayesian statistical analysis is well suited to this purpose. It directly analyzes the
probability of a hypothesis, allowing scientists and managers to formally update their beliefs in a variety of
experimental and nonexperimental situations (Ellison 1996). To raise awareness of Bayesian analysis, several



ecologists have presented strong arguments promoting its use in contexts of conservation and resource
management (Crome et al. 1996, Ellison 1996, Ludwig 1996, Taylor et al. 1996, Wolfson et al. 1996). However,
despite its advantages, Bayesian analysis is not likely to become widely accepted by nonstatisticians unless its
proponents make it more easily understood.

In this paper, I briefly introduce Bayesian analysis and describe how it can complement "classical" statistics in
situations where uncertainty must be taken into account. I then show how the acceptance of classical and
Bayesian statistics among applied ecologists could be viewed as examples of cultural evolution. This
interpretation leads to the discussion of two possible barriers to the understanding and use of Bayesian analysis.
First, tactics for reporting Bayesian results and estimating prior probabilities are highly variable. Second, decimal
probabilities are hard for most people to understand and process intuitively. I present ideas and experimental
results from cognitive psychology that may help to explain and ameliorate this difficulty.

THE BAYESIAN APPROACH TO UNCERTAINTY

Statistical analysis is often presented in introductory courses and textbooks as a unique, anonymous, and
authoritative method for dealing with uncertainty. This myopic view disguises the rich history and variety of
statistical practice. The monolith known as "classical" or "frequentist" statistics, for example, is actually an
uncomfortable hybrid between two distinct methods of hypothesis testing, developed in the first half of this
century: that of R. A. Fisher, emphasizing rejection of a null hypothesis, and that of J. Neymann and E. S.
Pearson, emphasizing decisions between two mutually exclusive hypotheses (Sedlmeier and Gigerenzer 1989,
Gigerenzer 1991). Typical courses in statistics present even less information about a third tradition of analysis
based on the work of the Reverend Thomas Bayes, originally published in 1763 (Lee 1989). Bayes' approach
focuses on estimating the probability that a hypothesis is true and updating that probability as data accumulate.

The goal of all statistical analysis, ultimately, is to help people use data to rationally update their beliefs about
scientific hypotheses. The various traditions in statistics approach this goal in different ways. The Fisherian and
Neymann−Pearson traditions both assume that data are collected in a highly structured experimental design,
including a well−defined statistical null hypothesis that follows from the more general scientific hypothesis (or
model) under examination. The familiar P value answers the question, "If the statistical null hypothesis were true,
what is the probability that we would observe these data, or more extreme data, in an experiment of this type?"
Thus, the P value is a statement about the data, not about the scientific hypothesis. Nonetheless, by convention, if
the probability of observing the data is sufficiently small, a decision about the statistical null hypothesis follows:
it is rejected.

"Rejection" sounds like an all−or−nothing conclusion about the statistical hypothesis. In practice, however,
ecologists usually interpret the inference from a single experiment cautiously, as one piece of evidence bearing
on the scientific hypothesis. Traditionally, scientists have depended on a separate process to update beliefs in the
scientific hypothesis: the more or less structured combination of repeated, independent experiments and research
synthesis (Shadish 1989, Underwood 1990, Cooper and Hedges 1994).

Bayesian analysis, in contrast, is explicitly a process for updating beliefs in hypotheses. It defines the probability
of a hypothesis as an observer's confidence or degree of belief in it, and addresses the question, "Given her
previous beliefs, how should she revise the probability assigned to the hypothesis in light of the data at hand?"

The actual calculations required to answer this question are elementary in principle, although usually complex in
practice. The inputs to a Bayesian analysis are: (1) estimates of "prior" probabilities, the degree of confidence in
each hypothesis before the data are seen; and (2) probabilities of the data, the probability that the data would be
observed if each hypothesis were true. These inputs are combined using Bayes' theorem to produce "posterior"
probability estimates that represent the updated degree of belief in each hypothesis under consideration (Lee
1989, Morgan and Henrion 1990, Ellison 1996). The general idea is that, if the experimenter had a high degree of



belief in a specific hypothesis based on past experience, and she now observes data that would be likely to occur
given that hypothesis, her posterior (after the data) confidence in the hypothesis should be strengthened.

Bayesian analysis differs from classical analysis of a single experiment in several profound ways. In fact,
Bayesian and classical statisticians sometimes divide themselves into opposing camps. Each rejects the other
approach because of its limitations and weaknesses (Lee 1989, Berry and Stangl 1996, Dennis 1996, Edwards
1996, Ellison 1996, Mayo 1996). The arguments are beyond the scope of this paper, but it is important to
mention some differences. First, Bayesian analysis requires prior probability estimates. These quantitative
statements of belief or previous experience have no formal place in classical analysis. Second, a Bayesian
analysis can assign intermediate degrees of belief or probability to hypotheses, unlike the all−or−nothing
inferences "reject/retain the hypothesis." Third, Bayesian analysis can be applied either to discrete hypotheses or
to a continuum of hypotheses (Box and Tiao 1973). Finally, Bayesian data need not come from a completed
experimental design, although the observations must be structured so that the analyst can estimate the probability
of observing the data under each hypothesis considered.

As long as its limitations are understood and respected, Bayesian analysis should prove useful in some
circumstances typical of conservation biology and applied ecology. For example, it can estimate, at any point,
how much confidence should be placed in each hypothesis under consideration. This flexibility is an advantage
where well−designed experiments are impossible, or decisions must be based on incomplete data, e.g., from a
long−term monitoring program. In addition, the probabilities assigned to hypotheses by Bayesian statistical
analysis can feed directly into a Bayesian decision analysis: a process for rationally analyzing, evaluating, and
comparing a range of practical management options in the face of uncertainty (Raiffa 1968, Parkhurst 1984,
Maguire 1986, 1988, Morgan and Henrion 1990, Maguire and Boiney 1994).

BAYESIAN AND CLASSICAL ANALYSIS: AN EXAMPLE

Let us compare Bayesian and classical analyses of a simple problem in conservation ecology. Suppose that an
ecologist needs an indicator for the presence of breeding Marbled Murrelets in old−growth forest on the west
coast of Vancouver Island. An indicator for ecological monitoring should be a simple observation that indicates
with high probability something about the ecosystem that is important, but not easy to observe. A possible
candidate, in this case, is the existence of suitable nest sites: big, horizontal branches with a good layer of moss
and lichen. The investigator has designed a quick, standardized survey to detect those branches and has tried it
out on 1000 stands, producing the data shown in Table 1.

Table 1. Basic data for the Marbled Murrelet example. 



H1 true:
Murrelets are nesting in the stand 

H2 true:
Murrelets are not nesting in the stand 

Marginal
total 

Survey data: potential nest sites
were not seen 

4 808 812 

Survey data: potential nest sites
were seen 

46 142 188 

Marginal total 50 950 1000 

Bayesian analysis

From a Bayesian point of view, the question is: In the future, if the ecologist observes potential nest sites during a
standardized survey in a particular stand X, what is the probability that Marbled Murrelets actually breed in the
stand?

The hypotheses under consideration are

H1: Murrelets are nesting in stand X ;

H2: Murrelets are not nesting in stand X .

The "data" will be "suitable nest sites observed/not observed."

From Table 1, the following components of the Bayesian analysis can be estimated.

p(H1) = prior probability of H1 = 50/1000 = 0.05 (i.e., the probability if there were no survey data on stand X);

p(H2) = prior probability of H2 = 950/1000 = 0.95;

p(D|H1) = probability of observing the data (suitable nest sites) when H1 is true (murrelets are nesting in stand X)
= 46/50 = 0.92;

p(D|H2) = probability of observing the data (suitable nest sites) when H2 is true (murrelets are not nesting in
stand X) = 142/950 = 0.15;

p(H1|D) = probability that H1 is true, given the data; i.e., the probability that murrelets are nesting in stand X, 
given the observation of suitable nest sites on the standard survey. This is what the ecologist wants to know. To
calculate it, he must apply Bayes' theorem.

Bayes' theorem (for two hypotheses):



The Bayesian analysis suggests that the standardized survey is not a particularly good indicator of the presence of
nesting marbled murrelets. If potential nest sites are observed in a stand during a standard survey, the probability
is only 0.24 that murrelets are actually nesting there.

Classical analysis

Classical analysis of this problem addresses a slightly different set of hypotheses:

H0: Observation of suitable nest sites is not associated with the presence of nesting murrelets.

HA: Observation of suitable nest sites is associated with the presence of nesting murrelets.

A chi−square analysis of the data in Table 1 confirms what seems evident by inspection. With a highly
significant probability (P  < 0.001), the ecologist rejects the null hypothesis. Now the question becomes, how
strong is this association? Zar (1996) lists several suitable measures of correlation for categorical data. For the
data in Table 1, their values range from 0.430 (Cramer phi2), to 0.708 (Ives and Gibbon rn), to 0.970 (Yule Q).

The categorical correlation coefficients do not agree well among themselves. They also do not address quite the
same question as the Bayesian analysis, because they provide little direct information about the truth value of H1.
Moreover, if the correlation coefficients were to be (mis)interpreted as indicators of the credibility of H1, they
would generally present a more optimistic picture of the utility of the standard survey than does the Bayesian
analysis.

CULTURAL EVOLUTION AND BAYESIAN ANALYSIS

Given its potential utility in applied and conservation ecology, it seems surprising that Bayesian analysis is
relatively uncommon. However, logical and theoretical virtue is not sufficient to encourage its use by managers
and scientists. The spread of a new idea or practice is an example of cultural evolution (in this case, within the
scientific community). It is best understood as a social and psychological phenomenon.

Scientific ideas and practices as "memes"

Successful communication is the key to transforming a good idea into widespread practice. "Much of what we do
in conservation biology is essentially worthless if it is not translated into effective policy" (Meffe and Viederman
1995: 327). Technical sophistication is not a substitute for good communication, but, in fact, can exacerbate
problems resulting from the failure of decision makers to understand important information (Walters 1986, Clark
1993). Furthermore, effective use of information requires congruence between the scientific models presented
and the decision maker's conception of the problem (Brunner and Clark 1997, Weeks and Packard 1997).

Even when the facts or ideas involved are abstract, human communication is a biological process, because the
mind is a product of natural selection. For example, Brunner et al. (1987) list four processes indicating that
results of a data analysis have been communicated to decision makers or other scientists:
assimilation (reconciliation of the information presented with the user's own knowledge); utilization (of the
language, form, and content of the analysis in subsequent applications); recall; and recognition. These processes



are, in a sense, organic. They depend not only on the author's presentation of the material, but also on its fit to the
reader's mind, just as an enzyme must match the shape of a molecule it is to modify.

Carrying the biological metaphor further, various approaches to data analysis might be interpreted as "memes." A
meme is the cultural analog of a gene, a unit of thought or behavior pattern that depends on the human mind for
its existence and "replicates" itself accurately when transmitted to others (Dawkins 1976, Parson and Clark
1995). This analogy suggests that memes "survive" by being remembered and "reproduce" when transmitted
from one person to another through social interactions such as teaching, role modeling, persuasion, and so on.
These processes of cultural evolution, by which memes change frequency in a culture, can be analyzed
quantitatively using models derived from population genetics (Cavalli−Sforza and Feldman 1981, Boyd and
Richerson 1985).

The biological metaphor further suggests that a meme is "well adapted" to its primary host, the human brain, if it
is easily assimilated and shared by average members of the community using ordinary language. For example,
many of the tactics used to make computer applications "user−friendly" may be well−adapted memes. For a "data
analysis meme," the four processes of Brunner et al. (1987) (assimilation, utilization, recall, and recognition)
could be interpreted as the gauge of its adaptation. They emphasize the importance of ordinary human interaction
to the "symbiosis" between the meme and its primary host, the human mind. A data analysis meme may
"survive" and "reproduce" in other cultural media such as scientific journals, but these are secondary hosts. The
more reliant a meme is on secondary hosts, the less likely it is to become widespread or used readily, because it
requires unusual levels of training or specialized media to be transmitted accurately.

Classical statistical practice: a successful meme?

Classical statistical practice has been spectacularly successful. As M. G. Kendall described it in 1942, "They
[statisticians] have already overrun every branch of science with a rapidity of conquest rivaled only by Attila,
Mohammed, and the Colorado beetle" (Gigerenzer 1991: 258). Although classical statistical practice has abetted
progress in pure and applied science, it has done so despite  its weaknesses. These include internal
inconsistencies that result from the hybridization of Fisherian and Neymann−Pearson methods, the loss of
information through the neglect of statistical power, failure directly to answer questions about the truth value of
hypotheses, and the fact that many practitioners do not thoroughly understand it (Sedlmeier and Gigerenzer 1989,
Gigerenzer 1991, Ellison 1996). Thus, the dominant position of classical statistics does not seem justified by its
logical or theoretical virtues. Instead, the entrenchment of classical statistics may be attributable, in part, to
factors that enhance its effectiveness as a collection of memes.

First, cultural evolution theory suggests that memes "survive" and "reproduce" better when they are well−adapted
to structures of the human mind. This idea is supported by empirical evidence from the social sciences. For
example, the mathematical concepts and methods that people learn most easily are those that map onto innate
cognitive structures for counting (Dehaene 1997). In the case of classical statistics, empirical evidence supports a
correspondence between ideas of hypothesis−testing and processes that people use to make intuitive inferences.
One example is "signal detection theory" (Tanner and Swets 1954), a model for the process by which the human
mind distinguishes an object ("signal") from "noise." The signal detection model is directly parallel to
Neymann−Pearson hypothesis−testing (Gigerenzer and Murray 1987). It assumes that the mind decides what it
perceives by comparing incoming stimuli with two distributions, one expected from "noise" (the null hypothesis),
and another expected from a "signal" (the alternative hypothesis). Features of this cognitive model have proven
especially fruitful in empirical studies, which document the existence of two types of error ("false alarms" and
"misses"), corresponding to Type I and Type II errors. In addition, subjects exhibit the ability to adjust the
decision process according to difference between the two distributions, corresponding to Neymann−Pearson
effect size. Although no simple model can capture the complexity of human cognition, signal detection theory
suggests that hypothesis−testing may correspond to innate human cognitive processes. Thus, the ideas of
hypothesis−testing are relatively easy for people to understand and use.



Second, conventions for reporting results of classical statistical analysis enable authors and readers to share
common expectations (e.g., P values, sample sizes). The conventions summarize large amounts of data into
statements, in ordinary language, about a limited set of hypotheses (H0, the null hypothesis, and HA, the
alternative hypothesis). This summary is made possible because the results feed directly into a standardized
decision structure. The decision rule is, "If P  < 0.05 (critical alpha), the evidence supports HA; if P  greater
than or equal to 0.05, the evidence supports H0." In the meme analogy, ideas that can be expressed verbally and
fit a consistent pattern are likely to survive (be remembered) and replicate (be communicated accurately to
others).

The conventional decision structure of hypothesis−testing is notably robust. It makes intuitive sense and enables
people to assimilate results of the analysis even when they are hazy about all of its logical implications. For
example, the neglect of statistical power has certainly resulted in loss of information and has probably diminished
the quality of management decisions based on classical statistical inference (Peterman 1990, Fairweather 1991).
Nonetheless, ecologists have embraced the methods of classical statistics and the field has progressed under its
paradigm (Dennis 1996).

Finally, the conventions of classical statistics were initially convincing enough that they were endorsed and
enforced by dominant members of the scientific community: professors and journal editors (Sedlmeier and
Gigerenzer 1989). Modeling and persuasion by socially dominant individuals are important mechanisms for
cultural evolution (Boyd and Richerson 1985).

I have suggested that classical statistics, as a collection of memes, enjoys at least three independent advantages: It
seems well−adapted to the human mind, the conventions for reporting provide consistent summaries of results in
ordinary language, and dominant members of the scientific community have encouraged its use. In the following
sections, I argue that these very characteristics may currently represent weaknesses for Bayesian statistics, which
lacks conventions and seems to be poorly adapted to the human mind. In each case, I discuss how these
deficiencies might be turned to advantage. Finally, I conclude by pointing out how leaders in the ecological
community might use their influence to improve the utility of Bayesian analyses in conservation and applied
ecology.

WOULD BAYESIAN ANALYSIS BENEFIT FROM
STANDARDIZATION?

Reporting posterior probabilities

In contrast to the reporting conventions of classical statistics, Bayesian analyses seem to be completely
unstandardized. The results of Bayesian analyses are always posterior probability estimates, but they are
presented with a wide variety of terminology and graphic or tabled formats (e.g., Thompson 1992, Hilborn et al.
1994, Stahl et al. 1994, Pascual and Hilborn 1995, Adkison and Peterman 1996, Crome et al. 1996, Edwards
1996). Even in papers intended for an audience of ecologists and conservation biologists, authors tend to assume
that readers are familiar with difficult technical concepts such as probability density.

Bayesian reporting practice also seems unreconciled with scientific conventions concerning significant digits.
Tables of posterior probability estimates often involve drastic differences among comparable probability
estimates. For example, Pascual and Hilborn's (1995) table (reproduced here in Table 2) includes probabilities as
low as 0.00006, requiring other estimates in the table to be reported to five significant digits. It is questionable
whether any ecological data justify this degree of precision.



Table 2. Example of the probability format. This table reports Bayesian posterior probabilities for the parameters (alpha
and beta) of the function relating recruitment to dry−season rainfall, for a population of Serengeti wildebeest (as
presented in Pascual and Hilborn 1995: 475). 

alpha

Low slope: probability = 0.11 Medium slope: probability =
0.80 

High slope: probability = 0.09 

beta 0.0 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018 0.020 

0.040 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

0.055 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00004 0.00026 

0.070 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00027 0.00324 0.00003 

0.085 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00097 0.01894 0.00014 0.0 

0.100 0.0 0.0 0.0 0.0 0.0 0.0 0.00187 0.06498 0.00030 0.0 0.0 

0.115 0.0 0.0 0.0 0.0 0.0 0.00169 0.18398 0.00037 0.0 0.0 0.0 

0.130 0.0 0.0 0.0 0.0 0.00057 0.33649 0.00045 0.0 0.0 0.0 0.0 

0.145 0.0 0.0 0.0 0.00006 0.27651 0.00027 0.0 0.0 0.0 0.0 0.0 

0.160 0.0 0.0 0.0 0.09275 0.00006 0.0 0.0 0.0 0.0 0.0 0.0 

0.175 0.0 0.0 0.01433 0.00001 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

0.190 0.0 0.00135 0.0 0.0 0.0 0.0 0.0 0.0 0.00. 0.0 0.0 

0.205 0.00008 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

0.220 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Bayesian analysis enjoys a theoretical advantage in its ability to address "fine−grained" hypotheses. A Bayesian
analysis can compute probabilities for arbitrarily small ranges of a parameter such as the population mean, mu.
Nonetheless, Bayesian analysts often sacrifice this advantage in favor of simpler presentations, similar to those of
classical statistics, that enable results to be discussed in ordinary language. For example, Bayesian analysts may
divide a continuum into only two or three regions, just as a classical analysts do when they test two coarse
hypotheses (such as H0: mu greater than or equal to 0, HA: mu < 0).

Similarly, Bayesian analysts sometimes try to simplify their results by feeding them into a decision analysis that
produces inferences or compares management options (e.g., Crome et al. 1996, Taylor et al. 1996, Wolfson et al.
1996). In some ways, this simplifying tactic resembles the decision model for inferences used in classical
statistics. However, in contrast to the predictable, simple decision rule for inference in classical statistics, each of
these analyses involved a complex, idiosyncratic decision structure. For example, Crome et al. (1996:1112)
proposed a decision structure for making inferences about eight different propositions concerning effect size,
labeling each "implausible" if the probability assigned to it were <0.1 or "highly likely" if its probability
were >0.9. A sample proposition (#7) read: "It is very likely that the effect [size] lies between 0.75 and 1.25;
large positive or negative effects are implausible and propositions 3 and 6 are accepted if P1 < 0.1 and P3 < 0.1."
Away from the text of Crome et al. (1996), a reader would be unlikely to remember conclusions about the eight
propositions, or to transmit them accurately to others, unless he committed to memory all of the details and
assumptions of the decision structure.



Estimating prior probabilities

Approaches to the estimation of prior probabilities also vary in ecological Bayesian analyses. For instance,
Wolfson et al. (1996, Study 2) and Taylor et al. (1996) used existing data for at least some prior estimates. In
contrast, Crome et al. (1996) and Wolfson et al. (1996, Study 1) elicited prior probability estimates from experts.
Neither provided any discussion of the validity and reliability of their estimation procedures.

Arbitrary assignment of priors when there is little information about them is also highly variable in both
methodology and terminology (e.g., Box and Tiao 1973, Howson and Urbach1989, Press 1989, Hilborn et al.
1994, Walters and Ludwig 1994, Ludwig 1996, Taylor et al. 1996, Sainsbury et al. 1997). Often there is little or
no discussion about distinctions among the various approaches to arbitrary priors, or why a particular one was
chosen.

Advantages and disadvantages of standardization

Judicious standardization of methods for assigning arbitrary or elicited prior probabilities would probably benefit
most analyses. Poorly designed prior probability distributions can result in serious distortions of results (Adkison
and Peterman 1996). Moreover, ecological data, unlike data from the physical sciences, are rarely precise enough
to overcome those distortions (Ludwig 1996). Therefore, readers routinely should be assured that questions such
as the following have been considered: Under what circumstances is an arbitrary prior distribution appropriate?
What hypotheses should have non−zero priors? Are the priors independent of the current data? Under what
circumstances is expert elicitation appropriate? Has the researcher achieved minimal standards of validity and
reliability in expert elicitation? Standardization of methods and conventions for describing them would allow
authors to address these important questions briefly.

The advantage of conventions for reporting Bayesian results is less clear−cut. Bayesian analysis is suitable for
many questions in conservation and applied ecology precisely because it is so flexible. For example, a
simplifying tactic, such as dividing a continuum of posterior probability estimates into two discrete regions,
might improve the understanding of readers challenged by the novelty and complexity of Bayesian analyses.
However, it would certainly lose essential information in some studies.

This problem deserves consideration by Bayesian analysts, journal editors, and cognitive scientists, who could
identify situations in which conventions might be developed and encouraged with relatively little cost. For areas
in which standardization seems more problematic, it might be helpful to experiment with several options,
monitoring the comprehension of readers and the satisfaction of investigators.

ADAPTING BAYESIAN ANALYSIS TO THE HUMAN MIND:
GUIDELINES FROM COGNITIVE SCIENCE

 Cognitive research is directly relevant to Bayesian applications in ecology

Cognitive psychologists have long been interested in discovering whether people are good "intuitive
statisticians." Their interest implicitly addresses the question, "Is Bayesian analysis a well−adapted meme?"
Cognitive research suggests that the answer is "No." When people are asked to reason about probability, the
cornerstone of Bayesian analysis, they make predictable, serious mistakes. In this section, I will describe two
explanations for this inability. I will then discuss several examples of typical cognitive errors that are relevant to
applied ecology, including recent research that suggests how Bayesian analyses might be structured to ameliorate



them.

Probabilities can be interpreted in two ways (Gigerenzer 1994, Ellison 1996). The first defines probabilities as
the long−run frequency of the occurrence of an event (or of the hypothesis proving true), tallied over many
possible instances. The second interpretation, "single−event probability," quantifies the observer's confidence that
a particular event will occur, or that a hypothesis is true in a given instance. The probabilities of hypotheses
calculated by Bayesian analysis are single−event probabilities.

Unfortunately, the human mind does not process single−event probabilities effectively. A long tradition of
experimentation in cognitive psychology shows that even people experienced with statistics routinely make
errors when they reason about single−event probabilities. A classic example is the "Linda problem." Subjects
read a short description of a woman named Linda, stating that she is interested in political issues, concerned
about human rights, and active in her local community. They then assign probabilities to statements about Linda's
possible job and avocations, including "Linda works as a bank teller" and "Linda works as a bank teller and is
active in the feminist movement." Most people incorrectly assign a higher probability to the latter statement
(Gigerenzer and Hoffrage 1995). According to probability theory, it is less likely that a woman would be both a
bank teller and a feminist than just a bank teller.

The types of mistakes that people make with probabilities are so predictable and incorrigible that cognitive
scientists have traditionally labeled them "cognitive illusions" and have treated them as evidence that humans are
not good intuitive statisticians. Tversky and Kahneman (1974), Ayton and Wright (1994), and Gigerenzer and
Hoffrage (1995) summarize this program of research concerning "judgment under uncertainty."

Such cognitive limitations may influence both the practice and the reporting of Bayesian analyses in ecology.
First, when single−event probabilities are elicited from experts as input to a Bayesian analysis, the analyst must
understand and correct any biases that may result from the expert's cognitive processes. Second, when writing a
report, the Bayesian analyst must be aware of difficulties that a reader may experience with single−event
probabilities as he strives to follow the logic of the analysis, retain the conclusions, and apply them elsewhere.
Finally, because even experts often err when reasoning about single−event probabilities, the analyst may need to
check carefully that he has set up and interpreted the analysis correctly.

Why are single−event probabilities hard for people to process?

In cognitive science, two schools of thought have developed to explain people's difficulties with single−event
probabilities. The first school, based on the approach of Tversky and Kahneman (1974), assumes that each type
of error in probabilistic reasoning represents an inherent limitation of human cognitive abilities. The human brain
is seen as incapable of the complexities of accurate judgment about uncertainty. Instead, the mind depends on
arbitrary heuristics or rules of thumb, producing flawed judgments and decisions. In the words of Stephen J.
Gould (1992: 469), "Tversky and Kahneman argue, correctly, I think, that our minds are not built (for whatever
reason) to work by the rules of probability." Although the cognitive errors resulting from these heuristics occur
reliably in a variety of settings, most of this research has required subjects to reason about problems involving
decimal estimates of single−event probabilities. The researchers suggest empirical methods that seem to
counteract the errors in some situations, but they do not fit the cognitive inadequacies into any broad predictive
or explanatory model.

The second school, based on the approach of Gigerenzer and Hoffrage (1995) and Cosmides and Tooby (1996)
proposes the following arguments, based on evolutionary assumptions:

1) The mind includes structures that evolved to help preliterate people reason adaptively about situations
commonly encountered across human evolutionary history, including making judgments under uncertainty.

2) Natural selection is unlikely to have produced a grossly inadequate mechanism for this purpose.



3) Cognitive structures designed to reason about probabilities will include both input mechanisms, which pick up
information about stochastic events in the environment, and well−defined algorithms for processing that
information.

Given these assumptions, humans in experimental situations can be expected to reason well about uncertainties
only if two requirements are met: (1) input must be in a format "expected" by the human data−gathering
mechanism (similarly, a calculator "expects" inputs in decimal, not binary, numbers); and (2) the problem must
be structured to activate the information−processing algorithm that solves the particular problem, usually from
probability theory, intended by the experimenter (a calculator will not provide a square root if the "log" button is
pressed.)

Gigerenzer and his colleagues argue that cognitive illusions are artifacts of presentation format. People make
mistakes, not because their reasoning ability is flawed, but because traditional experiments fail to provide the
right conditions for the mind to reason correctly. They may present information in an inappropriate format
(namely, decimal probabilities), or they may activate an algorithm in the mind that is not designed to process
probabilistic information in the way that the experimenter expects. I will discuss issues of input format and
algorithms in detail.

Input: single−event probabilities vs. frequencies

At first glance, single−event probabilities and frequencies seem to be readily interchangeable. Scientists routinely
use frequency information to estimate probabilities. In a life table, for example, the decimal probability that a
given individual will die in a future time period proceeds from counts of individuals surviving from one time
period to the next. However, there are profound differences between the concepts (Gigerenzer 1994).

A frequency is a count of individuals or cases possessing some specific attribute, within a well−defined
"reference class": a larger group of interest, including cases that do not possess the attribute in question. For
example, we might describe a reference class: "Consider 100 populations of Spectacled Eiders nesting in eastern
arctic Russia with current populations In contrast, a single−event probability quantifies the likelihood of a single
event or expression of a hypothesis, expressed as a decimal number between 0 and 1.0. For example, the
single−event probability that a particular  population of Spectacled Eiders will become extinct in the next 10
years may be reported simply as "0.46." The single population in question might be a member of infinitely many
reference classes (e.g., the class of populations in eastern arctic Russia, the class with current population 500
micrograms per year, the class for which hunting is prohibited, and so on), but the decimal probability carries no
information about the reference class of interest or appropriate limits of generalization. It applies only to the
individual case.

Frequencies and single−event probabilities differ mathematically. Statisticians manipulate probabilities
mathematically through the calculus of probability theory, which originated in the study of games of chance and
is typically taught late in mathematical education. Frequencies, in contrast, map onto elementary set theory, an
exercise in classification and counting that young children easily grasp (Dehaene 1997).

The skills involved with frequency processing appear to have a long evolutionary history. Experiments show that
people, from an early age, readily classify objects and events (Cosmides and Tooby 1996) and track their
frequencies over time and space unconsciously and accurately (Hasher and Zacks 1979, Brase et al. 1998). Many
nonhuman animals appear to possess similar skills, enabling them to adjust their behavior adaptively to variable
aspects of their environments (Cosmides and Tooby 1996, Dehaene 1997, Brase et al. 1998). In contrast, there is
no reason to suppose a long evolutionary history of skill with single−event probabilities. Evidence from many
nonindustrialized societies suggests that our hominid ancestors were not literate and probably possessed only
rudimentary counting skills (Cosmides and Tooby 1996, Dehaene 1997). Considering these differences, it is not
surprising that converting probabilities into frequency format tends to improve their intuitive clarity for most
people.



Frequency format in action: Marbled Murrelets revisited.

Most people, including scientists familiar with single−event probabilities, find even simple Bayesian problems,
like the Marbled Murrelet example presented previously, difficult to formulate and solve correctly using decimal
probabilities (see Bayesian and classical analysis: an example). In contrast, when the same data are organized as
frequencies, the Bayesian problem becomes easier for many people (Gigerenzer and Hoffrage 1995). They find
that they can follow the reasoning more readily because they can picture the reference classes and their subsets
(Fig. 1).

Fig. 1. Frequency−format solution to Bayes' theorem for two hypotheses. Presentation of the data in frequency format
seems to encourage mental imagery and facilitate estimation of the correct answer. 

Algorithms: Subjective concepts related to probability

For most ecologists and statisticians, the word "probability" seems to have a clear meaning. However, cognitive
scientists recognize that its subjective meaning can vary, depending on context (Jardine and Hrudey 1997).
Teigen (1994) classified several ideas associated with probability and uncertainty (Table 3). Each of the
subjective concepts implies its own calculus of "probability" and each seems to be processed by a different
cognitive mechanism (Teigen 1994). It is important for Bayesian analysts to realize which idea they are
activating when they refer to "probability" in a paper or ask an expert for a probability estimate.

Table 3. Classification of subjective concepts associated with probability (adapted from Teigen 1994). 

figure1.gif


Concept
Definition

Chance "Probability" is the chance or frequency of a given outcome among all outcomes of a truly random
process. 

Tendency "Probability" is the the tendency of a particular outcome to occur, or how "close" it is to occurring. 

Knowledge "Probability" is allocated among the set of known hypotheses. 

Confidence "Probability" is the the degree of belief in a particular hypothesis. 

Control "Probability" is the the degree of control over particular outcomes. 

Plausibility "Probability" is the believability, quantity, and quality of detail in a narrative or model. 

Chance  (Teigen 1994) probability refers to independent stochastic events external to the observer, such as coin
tosses, measurement error in ecological variables, or the survival of an individual over a time unit.
Mathematically, these events are analyzed by probability theory. If an analyst wants people to reason intuitively
about probabilities in a way that corresponds to probability theory, he needs to activate this concept in their
minds.

Tendency  probability describes probabilities as propensities or dispositions  of phenomena external to the
viewer. For example, an ecologist might say that a Vancouver Island marmot's appearance below 500 m elevation
is "improbable", meaning that the species is not disposed to live at that elevation. Subjectively, people tend to
interpret tendency probabilities as attributes or properties of particular outcomes, leading them to estimate the
probability of an outcome based on how "easily" it could occur. For example, many people feel uncomfortable
standing near a precipice; subjectively, they assess a high probability of falling because a fall could "easily"
happen, even though their position is secure, in reality. Similarly, in an ecological context, if it seems that
extinction could "easily" occur or that the population in question has a "tendency" to become extinct, the
subjective probability assigned to this outcome may exceed the stochastic (Chance) extinction probability.

Knowledge  probability applies to the range of hypotheses under consideration and how confidence should be
allocated among them. This interpretation of probability is familiar in applied ecology, as in all science,
whenever researchers attempt to generate an exhaustive list of mutually exclusive hypotheses. A hypothesis that
hasn't been thought of automatically receives a subjective knowledge  probability of zero, even though it may be
the correct explanation, in reality. For example, forest managers use an indicator of growth potential, the site
index, in timber supply projections. For decades, they have considered standard methods for estimating the site
index to be reliable. Now, however, evidence suggests that site indexes have been underestimated by 30 − 40%
for some forest types in British Columbia (Pedersen 1997), so harvest projections now include an entirely new
range of productivity estimates. Previously, those estimates would have been assigned a probability of zero.

Confidence  probability refers to the degree of belief that a person has in a particular hypothesis. For example,
she might decide to leave her jacket at home, based on her degree of confidence that the weather will be warm.
Similarly, a fisheries manager might decide to open a hatchery, based on his confidence that survival to
adulthood is not density dependent. Confidence  probability is essentially subjective: internal to the observer, a
characteristic that differentiates it strongly from chance  probability.

Confidence  probability is especially important for this discussion. The central assumption of Bayesian analysis



is that probability should be interpreted subjectively as confidence or degree of belief in a hypothesis (Morgan
and Henrion 1990: 49). Nonetheless, Bayesian analysis uses the mathematics of chance  probability (probability
theory) to manipulate these subjective probabilities. It is reasonable to question whether quantities derived from
the subjective concept, confidence,  can reasonably be processed by the same calculus as quantities based on
chance  probability. Indeed, experiments show that probability theory is poor at predicting people's confidence
in their own judgments under uncertainty (Gigerenzer et al. 1991).

Control  probability describes the degree to which the assessed probability of an event depends not only on its
own stochastic characteristics, but also on what the assessor does to influence the event, regardless of the efficacy
of his actions. For example, many people feel safer (i.e., they assess a lower subjective probability of an accident)
as a driver than as a passenger in a car. In conservation ecology and resource management, this concept may
cause problems when managers, who exert control over a resource, estimate probabilities on hypotheses
concerning that resource.

Plausibility  probability ought, perhaps, to have little relevance in scientific contexts, but even a scientific
presentation is more likely to be believed (i.e., assigned a high subjective probability) if it tells a good story.
Lively discussion, description of personal experience, clever catch−phrases, and skillful marshaling of supporting
information are all elements of story−telling that may play into the hypothesized algorithms for plausibility in
scientific communication. For example, the tactics of talented writers such as Richard Dawkins (1976) help to
convince readers of the plausibility of their arguments.

These variants of subjective probability present a challenge to the ecologist who elicits probability estimates from
experts or wishes his audience to follow an analysis of single−event probabilities. The same pattern of
information can influence subjective estimates of "probability" in opposite directions when the data are processed
by different cognitive algorithms. For example, it is possible to assign a high knowledge  probability to a
hypothesis because all other known alternatives have been ruled out, but still assign it a low confidence 
probability because there is little evidence in its favor.

Specific cognitive pitfalls of concern to ecological Bayesian analysts

In the next sections, I will examine three well−known cognitive illusions and their relevance to Bayesian
analyses in ecology. In each case, I will show how appropriate input format and activation of the intended
algorithm (chance) can improve people's intuitive ability to process probabilities.

Overestimation of single−event probabilities.

Probability theory demands that an exhaustive set of mutually exclusive single−event probabilities must sum to
1.0. This apparently obvious distributional constraint,  however, is often violated in intuitive reasoning about
single−event probabilities. For example, when asked to estimate single−event probabilities of individual
stochastic outcomes (e.g., "What is the probability that a randomly selected male student at this university will be
between 175 and 180 cm tall?"), subjects tend to overestimate each probability, and the sum of their estimates
over the whole range of outcomes often greatly exceeds 1.0 (Teigen 1974b). In other experiments, subjects tend
not to revise the probabilities that they assign to a set of hypotheses when the set is enlarged. For example, when
subjects assign probabilities of guilt to a list of suspects for a fictional murder, suspects who could "easily" have
committed the murder are assigned the same high probabilities, regardless of the number of other suspects that
are introduced (Teigen 1983, Robinson and Hastie 1985, Teigen 1988).

In an ecological context, overestimation can be especially troublesome where probability estimates from different
experts must be combined. For example, a manager might ask a fire expert, an entomologist, and a meteorologist
to estimate the probability that a stand of trees will be destroyed in the next 50 years by fire, insects, or
windthrow, respectively. If each of these single estimates is overestimated, the total probability for the stand's



destruction in the time period could be seriously biased upward.

Teigen (1994) attributes this cognitive bias to activation of the algorithm for tendency,  under which assessed
probability is an attribute of an individual outcome or hypothesis. As such, it is not constrained by the set of
outcomes under consideration. Subjectively, probabilities in this context seem to be treated as though on an
unbounded ordinal scale; the total can increase without limit as more outcomes are added to the set (Robinson
and Hastie 1985). In contrast, probability theory assumes that single−event probabilities occupy a bounded ratio
scale (0 − 1.0).

The lack of intuition about distributional constraints and the apparent mismatch of scales should be a concern for
ecologists using expert elicitation. It affects both accuracy  of individual estimates and coherence  of the set of
estimates (i.e., their agreement with probability theory). Expert elicitation should involve discussion and ad hoc
correction of coherence among the estimates (Morgan and Henrion 1990, Ferrell 1994), but possible distortions
produced by this practice have not been studied (Ferrell 1994). Neither exposure to basic probability distributions
nor training at specific aspects of probability estimation has generally improved either coherence or accuracy in
expert elicitation (Teigen 1974b,  Robinson and Hastie 1985, Ferrell 1994).

Single−event probabilities differ crucially from most other variables in ecology because of distributional
constraints. Ordinary variables can be considered attributes of the entity to which they apply, e.g., "the population
has  a density of 100 individuals/km2." Such variables can, with due care, be taken out of their original context
and used for comparison or in an appropriate model. In contrast, although they superficially resemble other
scientific data, probabilities from Bayesian analyses cannot be used in another context. A single−event
probability estimate adjusted to fit coherently into one set of hypotheses or range of parameter values is not  an
attribute of the hypothesis to which it is attached. You cannot say that a hypothesis or outcome Y has 
single−event probability X, because the probability will change in any other context involving even a slightly
different set of hypotheses or range of parameter values. For example, suppose a Bayesian analyst considered two
population models, one assuming two age classes and another with three age classes. He might assign them
probabilities of 0.45 and 0.55, respectively. If he added a third model including four age classes to the analysis,
the original probabilities would no longer be valid. The probabilities do not "belong" to the models. These critical
constraints may be obscured if a chance  probability is interpreted subjectively as tendency. 

Correcting overestimation.

Fortunately, experimental evidence suggests that overestimation of probability estimates is reduced by reporting
or eliciting them as frequencies. The frequency format apparently causes people to process the information more
like chance  probabilities, resulting in a dramatic improvement in both accuracy and coherence (Teigen 1974a, 
Gigerenzer and Hoffrage 1995).

Surprisingly, although many elaborate, ad hoc strategies for improving probability estimates exist (Morgan and
Henrion 1990, Ferrell 1994, Chaloner 1996), they do not usually include the use of frequency format. Frequency
format in expert elicitation deserves evaluation as a simple means of combating biases. For example, compare the
following questions that might be addressed to an expert.

Probability format:  "What is the probability that the rate of population increase r  for this Spectacled Eider
population is less than −0.05? 
What is the probability that it is between −0.05 and 0.0? 
What is the probability that it is greater than 0.0?"

Frequency format:  "If there were 100 similar populations of Spectacled Eiders nesting in eastern arctic Russia,
how many would you expect to exhibit r  less than −0.05? 
How many would exhibit r  between −0.05 and 0.0? 
How many would exhibit r  greater than 0.0?"



Because of the concrete nature of the latter approach, assessors are more likely to be aware if the total of their
estimates exceeds 100. Activating mental imagery seems to be more effective than abstract presentations in
mobilizing an expert's experience (Brunner et al. 1987).

The frequency format increases people's intuitive ease with probabilistic information because it converts the
mathematics into simple operations of set theory (Gigerenzer and Hoffrage 1995, Cosmides and Tooby 1996). In
the previous example, the expert who provides "probabilities" for ranges of r  must develop a mental probability
density function and then integrate it over each range. In contrast, when he estimates the "number of populations
out of 100" exhibiting r  within each range, he need only divide the imagined set of 100 similar populations into
three subsets and estimate the number of populations in each.

Furthermore, reporting the probability of a hypothesis as a frequency may help analysts to avoid the temptation to
apply estimates inappropriately to new contexts. This is because we define a frequency only with respect to a
specified reference group, e.g., Spectacled Eider populations nesting in eastern arctic Russia. Unlike a
single−event probability misinterpreted as tendency,  the frequency (the size of the subset within the reference
class) applies to the subset, rather than to any individual case within the subset.

Finally, Bayesian analysts stress the advantage of being able to calculate probability density functions over
continuous variables. However, the analyst must divide continuous variables into discrete ranges if he is to
discuss the results in ordinary language, express them as hypotheses, or use them as "states of nature" in a
decision analysis. For example, Taylor et al. (1996) divided the continuous variable r  (population growth rate)
into three discrete ranges for use in a Bayesian decision analysis. Because it requires definition of a reference
class and its subsets, the frequency format automatically encourages analysts to find meaningful divisions for
continuous variables over which Bayesian probabilities have been calculated.

Conjunction fallacy.

The idea of "conjunction" is central to probability theory and seems intuitively obvious. Two hypotheses are "in
conjunction" or "conjoint" if they are true at the same time. Probability theory states: Assuming A and B are
independent hypotheses, P(A + B) = P(A) * P(B). Because probabilities are never greater than 1.0, their product
will be less than or equal to the individual probabilities. In other words, it is harder for two things to be true at the
same time than for one thing to be true.

Despite the simplicity of the mathematics involved, the "conjunction fallacy" is perhaps the most familiar and
pervasive of cognitive illusions. It occurs when people estimate a higher probability for two hypotheses in
conjunction than for either hypothesis alone. The "Linda problem" described previously is a good example.

Teigen (1994) suggests that the conjunction fallacy results from the operation of the cognitive algorithm that
processes subjective probabilities in terms of plausibility  (Table 3). A story generally becomes more believable
(and thus is assigned a higher subjective probability) as more details are added, even though each detail would
constitute a separate hypothesis to be treated in conjunction if the story were an exercise in chance  probability.

In ecology, the conjunction fallacy is a concern whenever people must estimate or understand the probability of
an event that depends on a series of preceding uncertain events (Ferrell 1994). For example, the occurrence of a
forest fire depends upon the forest reaching a threshold humidity level, a source of ignition, and a minimum wind
speed within a specified area and time. If an expert estimates a probability of 0.1 for the independent occurrence
of each contributing factor, then his estimated probability of a fire should be no greater than 0.001. However, if
the expert were to imagine all three factors together in circumstances that made the subjective plausibility 
algorithm active, he might judge a fire to be highly probable. It is necessary to structure elicitation interviews
carefully to avoid this sort of confusion.

Intuitive difficulties with conjunction are also a consideration when expert elicitation or a Bayesian analysis
involves a hypothesis or model plus one or more uncertain parameters. The probability of a model is the product



of (1) the probability of the model's structure and (2) the probabilities of all of its assumptions. The product of
many probabilities generally will be smaller than the product of fewer probabilities. Nonetheless, where several
models are being compared, the conjunction fallacy may cause a model or hypothesis that specifies much detail
(assumed parameter values) to be judged more probable than either a more general hypothesis within which it is
nested, or a structurally different model with fewer assumptions. For example, the Chief Forester of British
Columbia compared a series of models that predict long−term harvest level projections (Pedersen 1997). The
models included progressively more silvicultural interventions and ecosystem management activities. Pedersen
(1997) presented a long list of factors assumed to influence harvest projections, as evidence of the validity of the
most complex model. He concluded that its projections would be a good basis for management decisions.
However, audience members might be drawn into the conjunction fallacy if they were reassured by the thought
"That model must be good. It looks like they have thought of everything." Probability theory suggests that the
many assumptions should provoke skepticism, rather than reassurance, about the complex model. The model is
true only if all of its assumptions are simultaneously true.

Furthermore, because conjunction violations are difficult to detect intuitively, Bayesian analyses calculating
probabilities of complex models can be hard for analysts to set up correctly and for readers to understand and
evaluate. For example, Walters and Ludwig (1994) presented a Bayesian analysis of population parameters for a
harvested fish population. Conjoint relationships between the model and its assumed parameters are so complex
that their analysis is difficult for even sophisticated readers to grasp. Similarly, Sainsbury (1988, 1991) used
Bayesian analysis to estimate probabilities for four structurally different models of population interactions
proposed to explain the dynamics of a multispecies fish community in Australia. He analyzed each model in
conjunction with one set of parameter values (Sainsbury et al. 1997). He constrained the posterior probabilities
for the four model−parameter set conjunctions to add to 1.0, despite the fact that each model could reasonably
have been analyzed in conjunction with many other parameter sets. If the other combinations had been admitted
to the analysis, the posterior probabilities for the four chosen model−parameter set conjunctions would have been
much smaller than those reported. An unwary reader might place high confidence in the "model" with a reported
posterior probability of 0.62 when, in fact, the probability of a single conjunction had been inflated to represent
the model as a whole.

Correcting conjunction violations.

As with the overestimation problem, the conjunction fallacy disappears when placed in a context of frequencies
(Gigerenzer 1994, Gigerenzer and Hoffrage 1995). Most subjects, when asked "Out of 100 people like Linda,
how many are bank tellers?" and "Out of 100 people like Linda, how many are bank tellers and active in the
feminist movement?", correctly answer the latter with a smaller number. Frequency formats apparently help
subjects to avoid the plausibility  interpretation and generate estimates consistent with chance  probability
calculus (G. Gigerenzer and R. Hertwig, unpublished manuscript).

This strategy should be easy to apply in expert elicitation. A series of questions like the following is vulnerable to
conjunction violations: "What is the probability that the population of mountain goats in Cathedral Park, British
Columbia, is declining? What is the probability that it is declining and disappearing from marginal habitats?" In a
frequency format, it might read: "Imagine 100 populations of mountain goats above 1500 m elevation in southern
British Columbia. How many are declining? Of those, how many are declining and disappearing from marginal
habitat?"

Bayesian analysts could develop consistent standards for clear reporting of conjoint probabilities on models and
their parameters. It would probably prove helpful for authors to articulate their results in frequency terms,
because the specification of the reference class automatically exposes the conjunctions between parameters and
models. For example, a comparison of Tables 2 and 4 shows how Pascual and Hilborn's (1995: 475) posterior
probabilities could be translated into frequency format.



Table 4. Example of the frequency format, for comparison with Table 2, showing expected frequencies of populations
exhibiting each category of the parameters (alpha and beta) that characterize the function relating recruitment to
dry−season rainfall. Frequencies are based on 100 hypothetical populations of migratory Serengeti wildebeest with low
levels of rinderpest, a food−limited, stable population size of ~ 1,200,000, and significant exposure to poaching. 



beta
Low slope: alpha = 0.0 to

0.006

Marginal total = 10 

Medium slope: alpha = 0.008 to
0.012

Marginal total = 81 

High slope: alpha = 0.014 to
0.020

Marginal total = 9 

0.040 to
0.070 

0 0 0 

0.085 0 0 2

0.100 0 0 7

0.115 0 19 0 

0.130 0 34 0 

0.145 0 28 0 

0.160 9 0 0 

0.175 1 0 0 

0.190 to
0.220 

0 0 0 

The concrete presentation in Table 4 confers several advantages. First, the choice of a reference class size that
people can visualize (usually between 10 and 1000) sets a reasonable limit on the inclusion of infinitesimal
probabilities. The choice of 100 as the reference class size in Table 4 gives the frequency estimates two
significant figures, a reasonable degree of resolution for most ecological analyses. The original thirteen rows of
data reported to five significant figures by Pascual and Hilborn boil down to just seven rows containing non−zero
frequencies.

Second, frequencies encourage critical examination of the conjoint results. Consider the left column of Table 4:
cases with a "low" slope for the recruitment function. In all cases but one in this group, the intercept beta is
between 0.160 and 0.174. Does this degree of uniformity correspond with the reader's own intuition? It is much
more difficult to perceive and evaluate this result in the original table.

Finally, the exercise of reinterpreting results in frequency format could indicate to authors whether or not their
results will be successful "memes." If the analysis is so abstract and complex that its results cannot be restated as
frequencies within clear reference classes, authors should suspect that errors may go undetected and few readers
will understand or use the conclusions.

Illusion of control.

When presented with a purely stochastic situation, people tend to overestimate the probability of a favorable
outcome over which they feel they have control. The classic example is the demonstration by Langer (1975) that
subjects valued a lottery ticket they selected themselves more highly than one given to them by the experimenter,
even though they knew the expected value (real probability of winning times the prize) was the same for both
tickets. Although it did not affect the outcome of the gamble, the act of choosing seemed to activate the
hypothesized control  probability algorithm, increasing the subjectively estimated probability of winning.



This cognitive illusion has obvious relevance when resource managers are asked to make probability judgments
about outcomes for which they are held responsible. For example, Wolfson et al. (1996: Fig. 1) present a graph of
prior probabilities for varying pollution levels estimated by Environmental Protection Agency officials. The
probabilities fall off steeply just at the mandated threshold.

Correcting the illusion of control: repeated gambles.

The illusion of control seems to be an artifact of framing the probability judgment as a one−shot gamble or
single−event probability. Koehler et al. (1994) demonstrated that subjects given a false sense of control in a
gamble, as in Langer's experiment, nonetheless provided accurate (chance) probability estimates when they were
encouraged to consider repeated stochastic outcomes. This improvement in performance was sustained even
when subjects were constrained to a single gamble, as long as they could visualize  multiple stochastic outcomes
before making their probability judgments.

These results suggest that, in situations where the illusion of control might cause bias, the analyst should
encourage respondents to visualize management decisions replicated many times. Compare possible questions
addressed to a planner who is designing a forest ecosystem network to maintain biodiversity within a watershed.

Probability format: "What is the probability that this watershed, for which you have planned a forest ecosystem
network, will retain all 14 species of passerines 40 years from now?"

Frequency format: "Picture 100 watersheds like this one. For each, you have planned a similar forest ecosystem
network. How many will retain all 14 species of passerines 40 years from now?"

The frequency version makes it easier to imagine that the landscape management plan might produce variable
results. The effects of doing so may vary, depending on whether the repeated trials are visualized as happening
concurrently or sequentially. Research is needed in this area.

Other relevant cognitive issues.

Cognitive distortions relevant to conservation ecology are not limited to reasoning about Bayesian analyses. They
cause difficulties with techniques for environmental economic analysis such as utility estimates (Kahneman and
Tversky 1979) and contingent valuation (Knetsch 1990, Burton et al. 1992, Bjornstad and Kahn 1996, Garrod
1997). In both cases, frequency formats seem to be beneficial (Keren and Wagenaar 1987, Keren 1991, Siegrist
1997). Perceptions of risk and risk reversibility, important but problematic variables in ecological risk analysis,
also seem to improve when subjects consider repeated outcomes (Keren and Wagenaar 1987, Keren 1991).

When designing graphic displays, Bayesian analysts would benefit from understanding aspects of human visual
perception. A Bayesian analysis often generates probability density functions or cumulative probability
distributions over continuous parameters (e.g., Crome et al. 1996, Ludwig 1996). However, unless the intended
audience has been trained to interpret these graphs, they are more likely to feel comfortable with simple
histograms (Ibrekk and Morgan 1987, Edwards 1996). Considering how important frequency format is to
accurate processing of probabilistic information, the preference for histograms is not surprising, because they
convert probabilities into frequencies. Wilkinson et al. (1992), Morgan and Henrion (1990), and Vose (1996)
discuss additional perceptual considerations for graphic displays of data. Despite the cliché "a picture is worth a
thousand words", the message of a successful graph should be expressible in ordinary language. Only then can
readers remember the information and convey it informally to their colleagues or to interested people who are not
experts.



CONCLUSIONS

The small but growing number of Bayesian analyses in conservation and applied ecology brings up an
unexpected new challenge: the need for expertise in cognitive psychology. In particular, ecological Bayesian
analyses involving elicited probability estimates are, unavoidably, exercises in cognitive and social science. To
select techniques for probability elicitation, Bayesian analysts will have to grapple with the controversies in
cognitive psychology concerning judgment under uncertainty (Morgan and Henrion 1990, Ferrell 1994,
Gigerenzer and Hoffrage 1995). To rigorously evaluate the validity and reliability of these methods, editors and
reviewers will also have to become familiar with issues in cognitive science.

Furthermore, ecologists interested in the acceptance of Bayesian methods may find it useful to consider the
factors that seem to influence the spread of other ideas and practices within the scientific community. Parallels
with the ongoing effort to establish the practice of statistical power analysis (Sedlmeier and Gigerenzer 1989,
Peterman 1990) suggest that both university teachers and journal editors will need to assume a leadership role.
They may need to encourage (1) consistent methods for producing verbal summaries from quantitative data, (2)
translation of single−event probabilities into frequencies with careful definition of reference classes, (3) attention
to different cognitive interpretations of probability concepts, and (4) conventions for graphic displays. At times,
these strategies may seem simple−minded when they replace recondite abstractions with concrete images and
operations. The goal of this exercise should be to ensure that Bayesian analyses and their results will become
successful memes, assimilated, recalled, recognized, and utilized accurately by conservation ecologists and
resource managers.
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