ABSTRACT. Assessments of objective and subjective resilience are the main methods for understanding disaster preparedness and developing policy responses. However, the two assessment outcomes are not directly comparable. A model combining objective and subjective resilience assessments provides a better approximation of the underlying resilience. Building on previous comparisons, we have developed a robust Bayesian hierarchical model for comparing and linking these assessments. Three modeling scenarios provide the opportunity to explore the complex relationship between resilience data and explanatory variables under different conditions and prior knowledge about variables. Our strategy reasonably shares the uncertainty with the posterior distribution of all model parameters, instead of leaving all uncertainties to the variance parameter estimation, thus reducing methodological bias and providing a robust uncertainty estimation. The approach allows connecting and comparing objective and subjective resilience assessments, laying a strong foundation for developing a fully integrated resilience assessment.
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INTRODUCTION

As the world faces multiple and interacting perturbations, including climate change, biodiversity loss, and more recently the COVID-19 pandemic, resilience has become a rallying scientific concept. Resilience is a measure of a system’s capacity to cope with shocks and undergo change while retaining essentially the same structure and function. Resilience assessment enables evaluation of the state and trajectory of a social-ecological system and guides the building of absorptive, adaptive, and transformative capacities in regional economies (Walker et al. 2004, Walton et al. 2013, Filatova et al. 2016, Measham et al. 2019, Dogru et al. 2019, Walker 2020, Chu. et al. 2021). Resilience assessments are critical to inform interventions for building society’s resilience in the face of stresses or shocks (see, e.g., O’Connell et al. 2019, Walker 2020).

A recent review of the literature found 56 community resilience assessment frameworks with 68 measures developed for diverse purposes and different systems and contexts (Walpole et al. 2021). Although there have been significant advances, gaps still exist in resilience assessment tools; they tend to be either quantitative or qualitative, using subjective or objective methods but rarely both (Rivington et al. 2007, Suwarno et al. 2009, Mayega et al. 2015, Zhang et al. 2018, Ensor et al. 2021, Walpole et al. 2021). The differences in assessment methods make a comparative analysis of resilience outputs difficult, which may detract from the acceptability of resilience assessment outcomes (Jones et al. 2021).

Differences in focal area and scale are prevalent, leading to difficulties in comparing resilience assessment outcomes and future trajectories. Some assessments focus on social resilience, whereas others focus on ecological resilience (see, e.g., Walker and Cooper 2011, Saja et al. 2019, Xiao et al. 2020). However, resilience, as an integrating concept, deals with the social-ecological system and assumes that people, communities, economies, societies, and cultures from local to global scales are tightly coupled with and depend upon nature (see, e.g., Folke et al. 2011, Leach et al. 2012, Allen et al. 2019, Grafton et al. 2019, Pimm et al. 2019, Jones et al. 2021).
comparison estimates the two models separately, which leads to inconsistent estimation of the combined model variability and does introduce bias into the parameter estimation of explanatory variables. Consequently, the unexplainable parts in the two evaluations are identical once the explanatory variables are connected. However, this connection might not be attainable in some circumstances. Their least squared estimation method only gives an optimized single point estimate for each parameter, which is not able to represent the uncertainties related to the correlation parameters. If the distributions of the correlation parameters are not well estimated, variance parameter estimates would contain additional errors, and this further affects the uncertainty estimation. In summary, if the two models are estimated separately, the complex correlations within and across the different explanatory variables are not comparable for these two resilience assessments.

Our approach addresses the problem from a Bayesian modeling perspective. This improves the limitations of direct comparison in that we couple these two assessments to obtain linked results. Specifically, this paper focuses on how to compare and connect “subjective” and “objective” resilience assessments using a Bayesian hierarchical modeling (BHM) framework. A Markov Chain Monte Carlo (MCMC) sampling algorithm provides the analytical solution for the posterior distributions via simulation (Gelman et al. 2014). At the MCMC estimation stage, the two models are connected by a common link parameter through conditional independent distribution. Therefore, errors resulting from the separation in the estimation are greatly reduced. In addition, we considered different modeling scenarios that allow the unexplainable parts of the resilience assessment to differ.

This BHM framework allows modeling of complex correlations within and across the different explanatory variables and so allows us to account directly for uncertainties from the data, the model, and the parameter estimation. Our coupled approach enables researchers to understand the role of fixed effects in the assessments (i.e., the selected explanatory variables explain only part of the resilience assessment variance) because it determines the remaining variance as a function of the underlying process or other unknown fixed effects, including spatial variance. For example, even within a small area the explainable resilience between different households may vary. A combined approach is advantageous because it (1) helps in understanding how subjective and objective resilience assessments compare, (2) addresses the influence of correlation between explanatory variables, and (3) enables the quantification of other known or unknown fixed effects and underlying processes.

In simple terms, the model we are presenting provides a more robust way of comparing similarities and differences of objective and subjective resilience assessments than models currently provided in the literature. Our approach to linking the two resilience assessments also explicitly addresses uncertainties in a way that conventional models are unable to provide. This paper lays a foundation for an integrated objective and subjective resilience assessment model, which we currently have under development. This integration will provide even more accurate results with improved precision. Overall, this better estimation of the underlying resilience of a system (e.g., households, communities, regions) provides robust insights that inform policy and practice responses.

**METHODS**

Our approach implements a coupled modeling strategy to analyze the relationship between SERS and RIMA by using BHM. This type of Bayesian modeling provides a natural modeling framework for combining data sets and accounting for uncertainties (Wikle 2010). It describes the two resilience assessments in the same explanatory linkage parameter. This link affords a “statistical communication” between resilience assessments during the estimation process using conditional independence. It reduces the bias found in the ordinary least squared estimation and provides uncertainty estimation improvements.

The existing SERS and RIMA comparison approach, which uses ordinary least square regression, means that the fixed effect contribution to the combined RIMA and SERS resilience may not be known. We estimate the model parameters through the MCMC method, which links SERS and RIMA in the estimation process through conditional independence. Our model improvements remove the constant area fixed effect bias. This overcomes the issue of not knowing the size of the fixed effect. The deviations associated with the measurement errors from SERS and RIMA can be added to the estimates of related parameters and variance. This overcomes the limitation of least squared estimation, which only gives an optimized single-point estimate for each parameter. Our improvement provides both a parameter and a variance uncertainty estimation of the combined resilience.

Here, we provide details aligned with the framework of Jones and d’Errico (2019), and we use the same explanatory variables. Later we provide extended Bayesian modeling details in Appendix 1. In our BHM model, the general model framework for SERS and RIMA is:

\[
SERS_{hc} = \alpha_S \text{PROC}_{hc} + \beta_S \text{SHOCK}_{hc} + \beta_S \text{DRIVER}_{hc} + \epsilon_S
\]

\[
RIMA_{hc} = \alpha_R \text{PROC}_{hc} + \beta_R \text{SHOCK}_{hc} + \beta_R \text{DRIVER}_{hc} + \epsilon_R
\]

**PROC** \(_{hc}\) is a process variable that represents a long-term mean (area fixed effect) or an underlying fixed resilience pattern such as the area effect. **PROC** \(_{hc}\) is a dynamic process, which could also change with time, if the resilience became available as a time series. The subscript \(h\) indicates household, and subscript \(c\) stands for county, representing area effect. The coefficient parameters \(\alpha\) and \(\alpha_R\) for **SERS** \(_{hc}\) and **RIMA** \(_{hc}\) account for the measurement error and the bias linked to the fixed area effect and are conditional on both SERS and RIMA being dependent on the process variable **PROC** \(_{hc}\). The variable **PROC** \(_{hc}\) functions as a linkage, which connects both data models in the estimation process, thus forming a coupled modeling system. **PROC** \(_{hc}\) becomes a dynamic connection between the estimation of \(\alpha\) and \(\alpha_R\) by updating during each MCMC iteration, and the MCMC convergence mitigates the biases related to the measurement error and the fixed area.
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Researchers understand the underlying process for both and impacts. leads to a realistic and consistent estimation of the parameter matrices for SERS and RIMA, respectively. This leads to a realistic and consistent estimation of the parameter matrices of the explanatory variables and and results in improved correlation coefficients between SERS and RIMA variables.

We develop three scenarios of estimation. Scenario 1 treats as an unknown process variable, Scenario 2 has as a known fixed effect, and Scenario 3 treats as an unknown fixed effect.

In the first scenario, the variable is an unknown process variable. Under this condition, resilience researchers can understand the underlying process for both and and that both are of the same magnitude. To demonstrate the model capability and to be consistent with the data type in Jones and d'Errico (2019), we assume the and as fixed to 1. Thus, the model is simplified from Equations 1 and 2 as:

\[ \text{SERS}_h = \alpha S \cdot \beta S \cdot \text{SHOCK}_h + \beta S \cdot \text{DRIVER}_h + \varepsilon S \]

\[ \text{RIMA}_h = \alpha R \cdot \beta R \cdot \text{SHOCK}_h + \beta R \cdot \text{DRIVER}_h + \varepsilon R \]

Here, is the linkage variable between both data models. Thus, the conditional distribution of combined resilience assessments model is:

\[
\begin{align*}
\text{SERS}_h | \text{PROC}_h, \beta S, \beta R, \varepsilon S, \varepsilon R \) &= \text{SERS}_h | \text{PROC}_h, \beta S, \varepsilon S \) \times \text{RIMA}_h | \text{PROC}_h, \beta R, \varepsilon R 
\end{align*}
\]

On the basis of the conditional distribution and the condition of RIMA's conditional independence, MCMC can sample the full conditional distributions of the parameters and and .

In the second scenario, the variable is a known fixed effect. Jones and d'Errico (2019) discuss multilevel models with fixed area effects and robust standard errors, where households are nested in sub-countries and regions in the model. They tested models with area effects and area effects removed. We can incorporate sub-country fixed effect with which can either be a fixed area effect for each household or a known variable for each household (e.g., farm size or number of animals).

Under this condition, we can assume and as equal and that there is one linkage parameter which links both models. Therefore, the model simplifies from Equations 1 and 2 to:

\[
\begin{align*}
\text{SERS}_h = \alpha S \cdot \beta S \cdot \text{SHOCK}_h + \beta S \cdot \text{DRIVER}_h + \varepsilon S \\
\text{RIMA}_h = \alpha R \cdot \beta R \cdot \text{SHOCK}_h + \beta R \cdot \text{DRIVER}_h + \varepsilon R
\end{align*}
\]

In this context, the conditional distribution of the combined resilience assessments model is:

\[
\begin{align*}
\text{SERS}_h, \text{RIMA}_h | \alpha S, \beta S, \beta R, \varepsilon S, \varepsilon R \) &= \text{SERS}_h | \alpha S, \beta S, \varepsilon S \) \times \text{RIMA}_h | \alpha R, \beta R, \varepsilon R 
\end{align*}
\]

On the basis of the conditional distribution and the condition of RIMA's conditional independence, MCMC can sample the full conditional distributions of the parameters and and .

In the third scenario, where researchers do not have confidence or prior knowledge of any fixed effects that affect resilience, is an unknown fixed effect or latent process. In this scenario, all the parameters are unknown. Consequently, and are two scale parameters that monitor the magnitude of the latent process on the resilience assessment. The variable is the linkage variable in this modeling scenario with which to rewrite Equations 1 and 2 as the following:

\[
\begin{align*}
\text{SERS}_h &= \alpha S \cdot \beta S \cdot \text{SHOCK}_h + \beta S \cdot \text{DRIVER}_h + \varepsilon S \\
\text{RIMA}_h &= \alpha R \cdot \beta R \cdot \text{SHOCK}_h + \beta R \cdot \text{DRIVER}_h + \varepsilon R
\end{align*}
\]

The variable and parameters and are in need of estimation. Knowledge of the magnitude of and will be helpful to understand the connection between and . The conditional distribution of a combined resilience assessments model becomes:

\[
\begin{align*}
\text{SERS}_h, \text{RIMA}_h | \alpha S, \beta S, \beta R, \varepsilon S, \varepsilon R \) &= \text{SERS}_h | \alpha S, \beta S, \varepsilon S \) \times \text{RIMA}_h | \alpha R, \beta R, \varepsilon R 
\end{align*}
\]

On the basis of the conditional distribution and the condition of RIMA's conditional independence, MCMC can sample the full conditional distributions of the parameters and st and .

In the first and third scenarios, the modeling estimates of and and are conditionally explanatory when linked to . In the second scenario model estimates are conditioned on the linkage parameter (Song et al. 2014).

Model test with synthetic data

The purpose of synthetic data testing is to establish model credibility, estimate unknown SERS and RIMA scores, and calculate the correlation between the scores in different modeling scenarios. We demonstrate the validity of our model by using randomly generated synthetic data. We created three sets of data to simulate our three modeling scenarios. For comparison, we construct the data on the basis of the data structure of Jones and d'Errico (2019), using Equations 3, 5, and 7, respectively. The
socioeconomic driver and shock variables are the same as those outlined in Jones and d’Errico (2019). The randomly generated vectors of shocks and socioeconomic drivers for each household are based on a multivariate normal distribution. To test for robustness, the mean of the multivariate normal distribution is different in the random vectors of shocks and socioeconomic drivers for each modeling scenario. In the second modeling scenario, the \( \text{PROC}_{hc} \) variable is from randomly generated values and we adopt the estimated values of the parameter vector estimation of the socioeconomic drivers from Jones and d’Errico (2019). We also randomly create \( SERS_{hc} \) and \( RIMA_{hc} \) resilience score vectors for each household with the same length as the total number of representative household surveys. Figure 1 shows the distribution histograms of the modeled SERS and RIMA values.

**Fig. 1.** Histogram of randomly created Subjective self-Evaluated Resilience Score (SERS) and Resilience Index Measurement Analysis (RIMA) assessments of our three modeling scenarios.

In the second scenario the magnitude difference in \( \text{PROC}_{hc} \) represents fixed effects. We adjust the spread of SERS and RIMA ranges to account for this. Although the moments of multivariate distributions are different, the parameter vectors of the socioeconomic drivers in the synthetic data are the same. When using predetermined model parameters within the variance-related uncertainty range, the values of the predetermined model parameters should be close to the median value of the posterior distribution of the estimated model parameter. This allows for a model validity verification, because the model can retrieve the values of predetermined model parameters within the uncertainty range related to the variance. However, this proximity to the median value will also depend on the magnitude of the uncertainty.

The MCMC simulation for model testing was run for 10,000 iterations with a “burn-in” period of 5000 iterations. All parameters and variables are drawn from the posterior samples after the burn-in period. To complete the BHM framework, we need to specify the distributions of parameters from the previous stages. For simplicity, we consider conjugate priors for the variance parameters \( \sigma \) across all these models using the gamma distribution, with \( \sigma_S \sim \text{gamma}(q_S, r_S) \) and \( \sigma_R \sim \text{gamma}(q_R, r_R) \), where \( q_S, q_R, r_S, \text{ and } r_R \) are hyperparameters.

The quality of the model performance is not overly sensitive to the choice of the values of hyperparameters. For all the other variables in the first and second scenarios, we chose flat (i.e., noninformative) priors, which have flat probability over the entire real number distribution. When using prior information from the data, we find that the parameter posterior estimations are robust for the proposed model under three data scenarios.

For the third scenario, where all model components (i.e., variables and parameters) are unknown, it is difficult to estimate the components when there is collinearity between parameters. This can lead to identification problems of estimates in the posterior distribution. We have applied standard normal distribution priors for both \( \sigma_S \) and \( \sigma_R \). Because both are scale parameters, their values are relatively small. The normal priors \( N(0,5,0,3) \) we use limit the range of the scale parameters but still enable them to vary. The parameter values of the \( \text{PROC}_{hc} \) priors depend on the distribution ranges of \( SERS_{hc} \) and \( RIMA_{hc} \), which are relatively small. This justifies using \( \text{PROC}_{hc} \) prior from the normal distribution with \( N(1,1) \).

We selected and tested hyperparameters of our prior distribution to ensure they are not sensitive to the model performance. We used visual inspection and diagnostic checks to verify simulation convergence (Gelman and Rubin 1992).

Bayesian statistics estimates the posterior distributions from input data using MCMC sampling and establishes parameter values from sampling the posterior distribution. The MCMC method includes a repeated sampling procedure that matches its stationary distribution with the posterior distribution. Sampling repetitions are sufficient once convergence (i.e., matching) occurs. Once the Markov Chain is irreducible, aperiodic, and transient, the convergence is guaranteed. We tested the model using different data vector lengths, because with a robust model design and when the normal distribution assumption holds, uncertainties should decrease with the increase of the length of the data. Decreasing uncertainty with an increase in data points suggests that the variance of the data follows the normal distribution assumption (Gelman et al. 2014).

**RESULTS**

The trace plots in Figure 2 indicate a good convergence of the MCMC algorithm in the first modeling scenario. The plots show that the pre-set values of \( \text{PROC}_{hc}, \sigma_S^2, \text{ and } \sigma_R^2 \) are close to the mean of the posterior distribution, which suggests the parameters are reasonably estimated.
Fig. 2. Trace plots and histograms of the posterior distributions of the model parameters of the first modeling scenario. The preset values are 1, 3.5, and 2.5 for \( \text{PROC}_{hc} \), \( \sigma^2_S \), and \( \sigma^2_R \), respectively.

Figure 3 shows the posterior distributions of the socioeconomic drivers and it indicates that the model can easily distinguish the attributes of different correlations. This provides confidence in establishing the correlation between SERS and RIMA assessments, and so the issue of confounding between-assessment correlations with within-assessment variable correlations does not occur.

The second scenario model performs as well as the first scenario model, although the data structure is more complex. The second scenario handles fixed effects on each household through the linkage parameter. The main effect may contain relatively extreme values, and the household randomness will result in additional uncertainty in the correlation estimation. Here we assume that \( \text{PROC}_{hc} \) follows a uniform random distribution, which the scatter plot of \( \text{PROC}_{hc} \) across all the households confirms (Fig. 4). The parameter distributions in Figure 5 show that MCMC convergence occurred. Although there is a slight shift of the \( \text{PROC}_{hc} \) mean from the pre-set variances, the magnitude of the shift is negligible. This shift is a result of the randomness in the prior distribution of \( \text{PROC}_{hc} \) and the variance we used to create the random socioeconomic drivers and shocks. The pre-set value of the estimated socioeconomic driver vectors is generally close to the median of the posterior distributions (Fig. 6).
In the third scenario, where all model components (i.e., variables and parameters) are unknown, it is difficult to estimate the components when there is collinearity between parameters. This can lead to identification problems of estimates in the posterior distribution. On the basis of the trace plots, $\alpha_s$, $\alpha_r$, and $\alpha$ converged well and the histograms show that the mean of posterior distributions are close to the pre-set values (Fig. 7) and the posterior distributions are bell shaped (Fig. 8), which indicates the variance estimates are reasonable. The mean of the posterior distributions after burn-in periods are 0.363, 0.675, and 1.34 for $\alpha_s$, $\alpha_r$, and $\alpha$, respectively, which are close to the pre-set values. The model represents the unexplained part of the explanatory variables, indicating that it can estimate the correlation within the socioeconomic drivers and the shocks. The model can retrieve the complex correlation even with no prior knowledge of the data, as the posterior distribution of the estimated socioeconomic drivers shows (Fig. 9).

It should be noted that the intent of the quantile plots of the correlation coefficient are not for comparison with point estimates. We created synthetic data using the values of correlation coefficients from the regression model outputs provided in Jones and d’Errico (2019). In Figures 3, 6, and 9, we show the magnitude with which our values (created using the posterior distribution of the correlation coefficient) align with their values and indicate that our three scenario models suitably represent their correlations.

In summary, these results indicate that it is beneficial to apply the BHM for modeling resilience. The posterior distribution plots of driver vectors from all three modeling scenarios show that the parameter vector estimation is reasonable on the basis of its accuracy and spread. Given the number of driver parameters, the results show robustness of the model. In addition, better estimation of posterior distributions of the correlation parameter can lead to better estimation of the variance parameter. Because of the connection through the link parameters, this modeling strategy can reasonably share the uncertainty with the posterior distribution of all model parameters, instead of leaving all the uncertainties to the variance parameter estimation of an ordinary least squared regression model. This leads to better uncertainty.
DISCUSSION AND CONCLUSION

The modeling approach proposed in this paper provides an advanced way to compare and link subjective and objective approaches to resilience assessment in a coupled Bayesian hierarchical model. We provide the modeling results using synthetic data, which were generated with the estimated parameter values from Jones and d’Errico (2019). We have improved the modeling approach by using a linkage variable between the SERS and RIMA models, which the ordinary least squares regression was not able to do. The linkage variable serves as the model connection and represents embedded pattern through the posterior distribution.
We demonstrated that by using a Bayesian hierarchical linkage approach, we can effectively retrieve the correct parameter values that are used to create the synthetic data under three different modeling scenarios. The pre-set parameter values fall within the posterior distribution range of the parameter estimation for all three of our modeling scenarios (Figs. 2, 5, 7, and 8). The findings demonstrated that the model is effective in estimating the distribution of parameters of those variables, given the complex correlations between the two assessments and within the model variables (socioeconomic drivers and shocks). In addition, the model provides reasonable uncertainty estimation. The model shows its ability to accurately retrieve pre-set parameter values in the posterior mean to reduce modeling bias, which also proves the accuracy of the estimation.

Our testing, using three different scenarios, indicates that the BHM approach performs consistently well. More importantly, the posterior distribution of the error terms and other parameters provides the measurement of the multiple sources of uncertainties. This shows our approach is flexible and highly effective in handling resilience assessment comparison. Moreover, these three modeling scenarios provide the opportunity to explore the complex relationship between resilience data and explanatory variables under different conditions and prior knowledge (or lack thereof) about variables.

The results also illustrated that the model could satisfactorily estimate (1) the correlation between the subjective and objective resilience assessments approaches, (2) the relationship of the resilience assessments with the socioeconomic drivers and shocks, and (3) the correlation between components of the socioeconomic drivers and shocks. Although there are complex correlations within the components of the drivers and shocks, the model did provide effective estimation of the parameter values and their precision. In comparison to the model proposed in Jones and d’Errico (2019), the Bayesian hierarchical linkage model can provide an improved uncertainty estimation that is not possible with other models using least squared estimates.

Most importantly, the Bayesian hierarchical linkage approach connects these two separate models at the estimation stage by using the MCMC algorithm for the conditional distribution (e.g., Gelman et al. 2014). This estimates the latent process of the scale parameters, which may come from fixed effects such as farm size or number of livestock. The implementation at the analytical level and the computations are relatively efficient.

Although our approach using BHM has the potential to expand the statistical analysis of resilience to temporally and spatially explicit analyses, the main effort in undertaking a resilience assessment lies in the development of survey instruments and in-field data collection. The development of our approach is a stepping stone for those implementing the integration of subjective and objective resilience assessment methods in data collection. In addition, it provides insights for other methods describing resilience, if assessment variables are sufficiently similar, and it has the potential for expansion into a multilayer model working at different spatial and temporal scales: an issue commonly found in survey and census data (see, e.g., Herr 2007). One way to represent regional differences, for example, is to have a spatial covariate structure in model errors and use differential spatial covariate structures that will allow adjustments to complex spatial correlations (Song et al. 2007). This will enable robust resilience assessments, which are needed to increase the acceptance and use of resilience as a framework in governance and policy development. Developing resilience-focused practices, policies, and programs to adapt and respond to adverse events will better prepare society for multiple stresses and shocks associated with rapid change and climate change–related extreme events (see, e.g., O’Connell et al. 2019).

Both objective and subjective resilience assessments are important means of assessing community resilience. However, to date, resilience assessments have tended to be either qualitative or quantitative (Walton et al. 2013, Mayega et al. 2015, Zhang et al. 2018, Measham et al. 2019, Ensor et al. 2021, Walpole et al. 2021). Estimating resilience with different types of assessments within a linked modeling framework improves robustness because it enables a more precise estimation of different resilience dimensions. This reduces collinearity and the estimation process accommodates the mutual correlations between or within spatial scales, which would not be possible using two separate models. We built on and expanded previous research toward integrated resilience assessment conducted by Jones and d’Errico (2019), who compared separate objective and subjective resilience assessment models. Our Bayesian hierarchal approach advances this to multiple modeling scenarios, and it allows simulation of both objective and subjective resilience assessments within a single framework that also accounts for several sources of uncertainty. Our model enables researchers to analyze resilience assessments with a relatively simple and sound framework. We developed the model with resilience to drought in mind; however, it is relevant to a wide range of contexts where an integrated subjective and objective assessment is useful, including disaster preparedness and other climate impacts, such as heat stress, flooding, and related industry change (Dogru et al. 2019, Measham et al. 2019, Chu et al. 2021). It can provide preliminary insights into resilience on the basis of the correlation estimation, which is an economical and feasible way to obtain basic knowledge of community resilience.

Our current approach links subjective and objective resilience assessments, which has some limitations. Although the linkage variable serves as the connection between the two assessments and enables the representation of embedded patterns through the posterior distribution of the linkage variable, it does not provide a full integration of the two resilience assessments. However, the BHM approach provides us with a strong foundation for developing a model that fully integrates subjective and objective resilience assessments.

Responses to this article can be read online at: https://www.ecologyandsociety.org/issues/responses.php/13547
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Appendix 1

Scenario 1, full conditional distributions

Model:

\[ SERS_{hc} = PROC_{hc} + \beta_{S1} \text{SHOCK}_{hc} + \beta_{S2} \text{DRIVER}_{hc} + \varepsilon_S \]
\[ RIMA_{hc} = PROC_{hc} + \beta_{R1} \text{SHOCK}_{hc} + \beta_{R2} \text{DRIVER}_{hc} + \varepsilon_R \]

Where

\[ \varepsilon_S \sim N(0, \sigma_S^2) \]
\[ \varepsilon_R \sim N(0, \sigma_R^2) \]

Joint posterior distributions:

\[
\left[ \text{PROCs}_h, \beta_{S1}, \beta_{S2}, \beta_{R1}, \beta_{R2}, \varepsilon_S, \varepsilon_R \mid \text{SERS}_{hc}, \text{RIMA}_{hc} \right] = \left[ \text{SERS}_{hc} \mid \text{PROCs}_h, \beta_{S1}, \beta_{S2}, \varepsilon_S \right] \\
\times \left[ \text{RIMA}_{hc} \mid \text{PROCs}_h, \beta_{R1}, \beta_{R2}, \varepsilon_R \right]
\]

The posterior conditional distribution of \( \beta_{S1} \):

\[
[\beta_{S1} \mid \cdot] \propto \prod_{hc=1}^{N} \left[ \text{SERS}_{hc} \mid \text{PROCs}_h, \beta_{S1}, \beta_{S2}, \varepsilon_S \right]
\beta_{S1} \mid \cdot \sim N\left(G^{-1}f, G^{-1}\right)
\]

Where

\[
G = \sum_{hc=1}^{N} \frac{\text{SHOCK}^2_{hc}}{\sigma_S^2} \quad \text{and}
\]

\[
f = \sum_{hc=1}^{N} \frac{\text{SERS}_{hc} \cdot \text{SHOCK}_{hc} \cdot \text{PROCs}_h \cdot \text{SHOCK}_{hc} - \text{SHOCK}_{hc} \cdot \text{PROCs}_h \cdot \beta_{S2} \cdot \text{DRIVER}_{hc}}{\sigma_S^2}
\]

The posterior conditional distribution of \( \beta_{R1} \):

\[
[\beta_{R1} \mid \cdot] \propto \prod_{hc=1}^{N} \left[ \text{RIMA}_{hc} \mid \text{PROCs}_h, \beta_{R1}, \beta_{R2}, \varepsilon_R \right]
\beta_{R1} \mid \cdot \sim N\left(G^{-1}f, G^{-1}\right)
\]
Where

\[ G = \sum_{hc=1}^{N} \frac{\text{SHOCK}_{hc}^2}{\sigma_R^2} \] and

\[ f = \sum_{hc=1}^{N} \frac{\text{RIMA}_{hc} \cdot \text{SHOCK}_{hc} - \text{PROC}_{hc} \cdot \text{SHOCK}_{hc} - \text{SHOCK}_{hc} \cdot \beta_{s2} \cdot \text{DRIVER}_{hc}}{\sigma_R^2} \]

The posterior conditional distribution of \( \beta_{s2} \):

\[ [\beta_{s2} | \cdot] \propto \prod_{hc=1}^{N} [\text{SERS}_{hc} | \text{PROC}_{hc}, \beta_{s1}, \beta_{s2}, \epsilon_s] \]

\[ \beta_{s2} | \cdot \sim N\left(G^{-1} f, G^{-1}\right) \]

Where

\[ G = \sum_{hc=1}^{N} \frac{\text{DRIVER}_{hc}^2}{\sigma_S^2} \] and

\[ f = \sum_{hc=1}^{N} \frac{\text{SERS}_{hc} \cdot \text{DRIVER}_{hc} - \text{PROC}_{hc} \cdot \text{DRIVER}_{hc} - \text{SHOCK}_{hc} \cdot \beta_{s1} \cdot \text{DRIVER}_{hc}}{\sigma_S^2} \]

The posterior conditional distribution of \( \beta_{r2} \):

\[ [\beta_{r2} | \cdot] \propto \prod_{hc=1}^{N} [\text{RIMA}_{hc} | \text{PROC}_{hc}, \beta_{r1}, \beta_{r2}, \epsilon_r] \]

\[ \beta_{r2} | \cdot \sim N\left(G^{-1} f, G^{-1}\right) \]

Where

\[ G = \sum_{hc=1}^{N} \frac{\text{DRIVER}_{hc}^2}{\sigma_R^2} \] and

\[ f = \sum_{hc=1}^{N} \frac{\text{RIMA}_{hc} \cdot \text{DRIVER}_{hc} - \text{PROC}_{hc} \cdot \text{DRIVER}_{hc} - \text{SHOCK}_{hc} \cdot \beta_{r1} \cdot \text{DRIVER}_{hc}}{\sigma_R^2} \]

The posterior conditional distribution of \( \text{PROC}_{hc} \):

\[ [\text{PROC}_{hc} | \cdot] \propto \prod_{hc=1}^{N} [\text{SERS}_{hc} | \text{PROC}_{hc}, \beta_{s1}, \beta_{s2}, \epsilon_s] \cdot [\text{RIMA}_{hc} | \text{PROC}_{hc}, \beta_{r1}, \beta_{r2}, \epsilon_r] \]

\[ \text{PROC}_{hc} | \cdot \sim N\left(G^{-1} f, G^{-1}\right) \]
Where

\[ G = \frac{N}{\sigma_S^2} + \frac{N}{\sigma_R^2} \quad \text{and} \]

\[ f = \sum_{hc=1}^{N} \frac{(SERS_{hc} - \beta_{S1} \cdot SHOCK_{hc} - \beta_{S2} \cdot DRIVER_{hc})}{\sigma_S^2} + \frac{(RIMA_{hc} - \beta_{R1} \cdot SHOCK_{hc} - \beta_{R2} \cdot DRIVER_{hc})}{\sigma_R^2} \]

The posterior distribution of \( \sigma_S^2 \):

\[ \left[ \sigma_S^2 \mid \cdot \right] \propto \prod_{hc=1}^{N} [SERS_{hc} \mid PROC_{hc}, \beta_{S1}, \beta_{S2}] \]

\[ \sigma_S^2 \mid \cdot \sim \text{Inverse-Gamma} \left[ \left( q_S + \frac{N}{2} \right), \left( \frac{1}{r_S} + \frac{1}{2} \sum_{hc=1}^{N} (SERS_{hc} - PROC_{hc} - \beta_{S1} SHOCK_{hc} - \beta_{S2} DRIVER_{hc})^2 \right) \right] \]

The posterior distribution of \( \sigma_R^2 \):

\[ \left[ \sigma_R^2 \mid \cdot \right] \propto \prod_{hc=1}^{N} [RIMA_{hc} \mid PROC_{hc}, \beta_{R1}, \beta_{R2}] \]

\[ \sigma_R^2 \mid \cdot \sim \text{Inverse-Gamma} \left[ \left( q_R + \frac{N}{2} \right), \left( \frac{1}{r_R} + \frac{1}{2} \sum_{hc=1}^{N} (RIMA_{hc} - PROC_{hc} - \beta_{R1} SHOCK_{hc} - \beta_{R2} DRIVER_{hc})^2 \right) \right] \]
Scenario 2, full conditional distributions

Model:

\[ \text{SER}_{hc} = \alpha \text{PROC}_{hc} + \beta_{S1} \text{SHOCK}_{hc} + \beta_{S2} \text{DRIVER}_{hc} + \varepsilon_{S} \]

\[ \text{RIMA}_{hc} = \alpha \text{PROC}_{hc} + \beta_{R1} \text{SHOCK}_{hc} + \beta_{R2} \text{DRIVER}_{hc} + \varepsilon_{R} \]

Where

\[ \varepsilon_{S} \sim N\left(0, \sigma_{S}^{2}\right) \]
\[ \varepsilon_{R} \sim N\left(0, \sigma_{R}^{2}\right) \]

Joint posterior distributions:

\[ \left[ \alpha, \beta_{S1}, \beta_{S2}, \beta_{R1}, \beta_{R2}, \varepsilon_{S}, \varepsilon_{R} \mid \text{SER}_{hc}, \text{RIMA}_{hc} \right] = \left[ \text{SER}_{hc} \mid \alpha, \beta_{S1}, \beta_{S2}, \varepsilon_{S} \right] \left[ \text{RIMA}_{hc} \mid \alpha, \beta_{R1}, \beta_{R2}, \varepsilon_{R} \right] \]

The posterior distribution of \( \beta_{S1} \):

\[ \left[ \beta_{S1} \mid \cdot \right] \propto \prod_{hc=1}^{N} \left[ \text{SER}_{hc} \mid \alpha, \beta_{S1}, \beta_{S2}, \varepsilon_{S} \right] \]

\[ \beta_{S1} \mid \cdot \sim N\left(G^{-1} f, G^{-1}\right) \]

Where

\[ G = \sum_{hc=1}^{N} \frac{\text{SHOCK}_{hc}^{2}}{\sigma_{S}^{2}} \]

and

\[ f = \sum_{hc=1}^{N} \frac{\text{SER}_{hc} \cdot \text{SHOCK}_{hc} - \alpha \cdot \text{PROC}_{hc} \cdot \text{SHOCK}_{hc} - \text{SHOCK}_{hc} \cdot \beta_{S2} \cdot \text{DRIVER}_{hc}}{\sigma_{S}^{2}} \]

The posterior distribution of \( \beta_{R1} \):

\[ \left[ \beta_{R1} \mid \cdot \right] \propto \prod_{hc=1}^{N} \left[ \text{RIMA}_{hc} \mid \alpha, \beta_{R1}, \beta_{R2}, \varepsilon_{S} \right] \]

\[ \beta_{R1} \mid \cdot \sim N\left(G^{-1} f, G^{-1}\right) \]
Where

\[ G = \sum_{hc=1}^{N} \frac{SHOCK^2_{hc}}{\sigma^2_R} \quad \text{and} \quad f = \sum_{hc=1}^{N} \frac{RIMA_{hc} \cdot SHOCK_{hc} - \alpha \cdot PROC_{hc} \cdot SHOCK_{hc} - SHOCK_{hc} \cdot \beta_{R2} \cdot DRIVER_{hc}}{\sigma^2_R} \]

The posterior distribution of \( \beta_{S2} \):

\[ [\beta_{S2} | \cdot] \propto \prod_{hc=1}^{N} [SERS_{hc} | \alpha, \beta_{S1}, \beta_{S2}, \varepsilon_S] \]

\[ \beta_{S2} | \cdot \sim N(G^{-1}f, G^{-1}) \]

Where

\[ G = \sum_{hc=1}^{N} \frac{DRIVER^2_{hc}}{\sigma^2_S} \quad \text{and} \quad f = \sum_{hc=1}^{N} \frac{SERS_{hc} \cdot DRIVER_{hc} - \alpha \cdot PROC_{hc} \cdot DRIVER_{hc} - \beta_{S1} \cdot SHOCK_{hc} \cdot DRIVER_{hc}}{\sigma^2_S} \]

The posterior distribution of \( \beta_{R2} \):

\[ [\beta_{R2} | \cdot] \propto \prod_{hc=1}^{N} [SERS_{hc} | \alpha, \beta_{R1}, \beta_{R2}, \varepsilon_R] \]

\[ \beta_{R2} | \cdot \sim N(G^{-1}f, G^{-1}) \]

Where

\[ G = \sum_{hc=1}^{N} \frac{DRIVER^2_{hc}}{\sigma^2_R} \quad \text{and} \quad f = \sum_{hc=1}^{N} \frac{RIMA_{hc} \cdot DRIVER_{hc} - \alpha \cdot PROC_{hc} \cdot DRIVER_{hc} - \beta_{R1} \cdot SHOCK_{hc} \cdot DRIVER_{hc}}{\sigma^2_R} \]

The posterior distribution of \( \alpha \):

\[ [\alpha | \cdot] \propto \prod_{hc=1}^{N} [SERS_{hc} | \alpha, \beta_{S1}, \beta_{S2}, \varepsilon_S] \cdot [RIMA_{hc} | \alpha, \beta_{R1}, \beta_{R2}, \varepsilon_R] \]

\[ \alpha | \cdot \sim N(G^{-1}f, G^{-1}) \]
Where

\[ G = \sum_{hc=1}^{N} \left( \frac{\text{PROC}_{hc}^2}{\sigma_S^2} + \frac{\text{PROC}_{hc}^2}{\sigma_R^2} \right) \text{ and} \]

\[ f = \sum_{hc=1}^{N} \frac{\text{PROC}_{hc} \cdot (\text{SERS}_{hc} - \beta_{S1} \cdot \text{SHOCK} - \beta_{S2} \cdot \text{DRIVER})}{\sigma_S^2} \]

\[ + \sum_{hc=1}^{N} \frac{\text{PROC}_{hc} \cdot (\text{RIMA}_{hc} - \beta_{R1} \cdot \text{SHOCK} - \beta_{R2} \cdot \text{DRIVER})}{\sigma_R^2} \]

The posterior distribution of \( \sigma_S^2 \):

\[ \left[ \sigma_S^2 \mid \cdot \right] \propto \prod_{hc=1}^{N} \left[ \text{SERS}_{hc} \mid \alpha, \beta_{S1}, \beta_{S2} \right] \]

\[ \sigma_S^2 \mid \cdot \sim \text{Inverse-Gamma}\left(\frac{q_S + N}{2}, \frac{1}{r_S} + \frac{1}{2} \sum_{hc=1}^{N} \left( \text{SERS}_{hc} - \alpha \text{PROC}_{hc} - \beta_{S1} \text{SHOCK}_{hc} - \beta_{S2} \text{DRIVER}_{hc} \right)^2 \right) \]

The posterior distribution of \( \sigma_R^2 \):

\[ \left[ \sigma_R^2 \mid \cdot \right] \propto \prod_{hc=1}^{N} \left[ \text{RIMA} \mid \alpha, \beta_{R1}, \beta_{R2} \right] \]

\[ \sigma_R^2 \mid \cdot \sim \text{Inverse-Gamma}\left(\frac{q_R + N}{2}, \frac{1}{r_R} + \frac{1}{2} \sum_{hc=1}^{N} \left( \text{RIMA}_{hc} - \alpha \text{PROC}_{hc} - \beta_{R1} \text{SHOCK}_{hc} - \beta_{R2} \text{DRIVER}_{hc} \right)^2 \right) \]
Scenario 3, full conditional distributions

The full conditional distributions of the proposed model in the third data scenario:

Model:

\[ SERS_{hc} = \alpha_S \cdot PROC_{hc} + \beta_{S1} \cdot SHOCK_{hc} + \beta_{S2} \cdot DRIVER_{hc} + \varepsilon_S \]
\[ RIMA_{hc} = \alpha_R \cdot PROC_{hc} + \beta_{R1} \cdot SHOCK_{hc} + \beta_{R2} \cdot DRIVER_{hc} + \varepsilon_R \]

Where

\[ \varepsilon_S \sim N \left( 0, \sigma_S^2 \right) \]
\[ \varepsilon_R \sim N \left( 0, \sigma_R^2 \right) \]

Joint posterior distributions:

\[ \left[ \alpha_S, \alpha_R, PROC_{hc}, \beta_{S1}, \beta_{S2}, \varepsilon_S, \varepsilon_R \mid SERS_{hc}, RIMA_{hc} \right] = \left[ SERS_{hc} \mid \alpha_S, PROC_{hc}, \beta_{S1}, \beta_{S2}, \varepsilon_S \right] \left[ \alpha_S \right] \times \left[ RIMA_{hc} \mid \alpha_R, PROC_{hc}, \beta_{R1}, \beta_{R2}, \varepsilon_R \right] \left[ \alpha_R \right] \left[ PROC_{hc} \right] \]

Where

\[ \left[ \alpha_R \right] \text{ is the prior of } \alpha_R, \left[ \alpha_S \right] \text{ is the prior of } \alpha_S \text{ and } \left[ PROC_{hc} \right] \text{ is the prior of } PROC_{hc} \]

\[ \alpha_R \sim N \left( \mu_{\alpha_R}, \sigma_{\alpha_R}^2 \right) \]
\[ \alpha_S \sim N \left( \mu_{\alpha_S}, \sigma_{\alpha_S}^2 \right) \]
\[ PROC_{hc} \sim N \left( \mu_{PROC}, \sigma_{PROC}^2 \right) \]

The posterior distribution of \( \alpha_S \):

\[ [\alpha_S \mid \cdot] \propto \prod_{h=1}^{N} \left[ SERS_{hc} \mid \alpha_S, PROC_{hc}, \beta_{S1}, \beta_{S2}, \varepsilon_S \right] \left[ \alpha_S \right] \]

\[ \alpha_S \mid \cdot \sim N \left( G^{-1} f, G^{-1} \right) \]

Where

\[ f = \frac{N \cdot PROC_{hc}^2}{\sigma_S^2} + \frac{1}{\sigma_{\alpha_S}^2} \quad \text{and} \]
\[ G = \sum_{h=1}^{N} \frac{SERS_{hc} \cdot PROC_{hc} - \beta_{S1} \cdot SHOCK_{hc} - \beta_{S2} \cdot DRIVER_{hc} + \mu_{\alpha_S}}{\sigma_S^2} \]
The posterior distribution of $\alpha_R$:

$$[\alpha_R | \cdot] \propto \prod_{hc=1}^{N} \left[ \text{RIMA}_{hc} \mid \alpha_R, \text{PROC}_{hc}, \beta_{R1}, \beta_{R2}, \varepsilon_R \right] [\alpha_R]$$

$$\alpha_R \mid \cdot \sim N\left(G^{-1} f, G^{-1}\right)$$

Where

$$f = \frac{N \cdot \text{PROC}_{hc}^2}{\sigma_R^2} + \frac{1}{\sigma^2_{\alpha}}$$

and

$$G = \sum_{hc=1}^{N} \frac{\text{RIMA}_{hc} \cdot \text{PROC}_{hc} - \text{PROC}_{hc} \cdot \beta_{R1} \cdot \text{SHOCK}_{hc} - \text{PROC}_{hc} \cdot \beta_{R2} \cdot \text{DRIVER}_{hc} + \mu_{\alpha}}{\sigma_R^2}$$

The posterior distribution of $\beta_{S1}$:

$$[\beta_{S1} | \cdot] \propto \prod_{hc=1}^{N} \left[ \text{SERS}_{hc} \mid \alpha_S, \text{PROC}_{hc}, \beta_{S1}, \beta_{S2}, \varepsilon_S \right]$$

$$\beta_{S1} \mid \cdot \sim N\left(G^{-1} f, G^{-1}\right)$$

Where

$$f = \sum_{hc=1}^{N} \frac{\text{SHOCK}_{hc}^2}{\sigma_S^2}$$

and

$$G = \sum_{hc=1}^{N} \frac{\text{SERS}_{hc} \cdot \text{SHOCK} - \alpha_S \cdot \text{PROC}_{hc} \cdot \text{SHOCK}_{hc} - \text{SHOCK} \cdot \beta_{S2} \cdot \text{DRIVER}_{hc}}{\sigma_S^2}$$

The posterior distribution of $\beta_{R1}$:

$$[\beta_{R1} | \cdot] \propto \prod_{hc=1}^{N} \left[ \text{RIMA}_{hc} \mid \alpha_R, \text{PROC}_{hc}, \beta_{R1}, \beta_{R2}, \varepsilon_R \right]$$

$$\beta_{R1} \mid \cdot \sim N\left(G^{-1} f, G^{-1}\right)$$

Where

$$f = \sum_{hc=1}^{N} \frac{\text{SHOCK}_{hc}^2}{\sigma_R^2}$$

and

$$G = \sum_{hc=1}^{N} \frac{\text{RIMA}_{hc} \cdot \text{SHOCK}_{hc} - \alpha_R \cdot \text{PROC}_{hc} \cdot \text{SHOCK}_{hc} - \text{SHOCK}_{hc} \cdot \beta_{R2} \cdot \text{DRIVER}_{hc}}{\sigma_R^2}$$
The posterior distribution of $\beta_{S2}$:

$$[\beta_{S2} \mid \cdot] \propto \prod_{hc=1}^{N} [SERS_{hc} \mid \alpha_s, \text{PROC}_{hc}, \beta_{S1}, \beta_{S2}, \varepsilon_s]$$

$$\beta_{S2} \mid \cdot \sim N\left(G^{-1}f, G^{-1}\right)$$

Where

$$f = \sum_{hc=1}^{N} \frac{\text{RIMA}_{hc} \cdot \text{DRIVER}_{hc} - \alpha_s \cdot \text{PROC}_{hc} \cdot \text{DRIVER}_{hc} - \beta_{S1} \cdot \text{SHOCK} \cdot \text{DRIVER}_{hc}}{\sigma^2_S}$$

The posterior distribution of $\beta_{R2}$:

$$[\beta_{R2} \mid \cdot] \propto \prod_{hc=1}^{N} [SERS_{hc} \mid \alpha_R, \text{PROC}_{hc}, \beta_{R1}, \beta_{R2}, \varepsilon_R]$$

$$\beta_{R2} \mid \cdot \sim N\left(G^{-1}f, G^{-1}\right)$$

Where

$$f = \sum_{hc=1}^{N} \frac{\text{RIMA}_{hc} \cdot \text{DRIVER}_{hc} - \alpha_r \cdot \text{PROC}_{hc} \cdot \text{DRIVER}_{hc} - \beta_{R1} \cdot \text{SHOCK} \cdot \text{DRIVER}_{hc}}{\sigma^2_R}$$

The posterior distribution of $\text{PROC}$:

$$[\text{PROC} \mid \cdot] \propto \prod_{hc=1}^{N} [SERS \mid \alpha_s, \text{PROC}_{hc}, \beta_{S1}, \beta_{S2}, \varepsilon_s][\text{RIMA} \mid \alpha_r, \text{PROC}_{hc}, \beta_{R1}, \beta_{R2}, \varepsilon_r][\text{PROC}_{hc}]$$

$$\text{PROC} \mid \cdot \sim N\left(G^{-1}f, G^{-1}\right)$$

Where

$$f = N \cdot \left(\frac{\alpha^2_s}{\sigma^2_S} + \frac{\alpha^2_r}{\sigma^2_R} + \frac{\mu_{\text{PROC}}}{\sigma^2_{\text{PROC}}}\right)$$

$$G = \sum_{hc=1}^{N} \frac{\alpha_s \cdot (SERS_{hc} - \beta_{S1} \cdot \text{SHOCK}_{hc} - \beta_{S2} \cdot \text{DRIVER}_{hc}) + \alpha_r \cdot (RIMA_{hc} - \beta_{R1} \cdot \text{SHOCK}_{hc} - \beta_{R2} \cdot \text{DRIVER}_{hc})}{\sigma^2_s} + \frac{\mu_{\text{PROC}}}{\sigma^2_{\text{PROC}}}$$
The full distribution of $\sigma^2_S$:

$$\left[ \sigma^2_S \mid \cdot \right] \propto \left[ SERS \mid \alpha_S, \PROC_{hc}, \beta_{S1}, \beta_{S2} \right]$$

$$\sigma^2_S \mid \cdot \sim \text{Inverse - Gamma} \left( q_S + \frac{N}{2} \right) \left( \frac{1}{r_S} + \frac{1}{2} \sum_{hc=1}^{N} \left( SERS_{hc} - \alpha_S \PROC_{hc} - \beta_{S1} \SHOCK_{hc} - \beta_{S2} \DRIVER_{hc} \right)^2 \right)$$

The full distribution of $\sigma^2_R$:

$$\left[ \sigma^2_R \mid \cdot \right] \propto \left[ RIMA \mid \alpha_R, \PROC_{hc}, \beta_{R1}, \beta_{R2} \right]$$

$$\sigma^2_R \mid \cdot \sim \text{Inverse - Gamma} \left( q_R + \frac{N}{2} \right) \left( \frac{1}{r_R} + \frac{1}{2} \sum_{hc=1}^{N} \left( RIMA_{hc} - \alpha_R \PROC_{hc} - \beta_{R1} \SHOCK_{hc} - \beta_{R2} \DRIVER_{hc} \right)^2 \right)$$
Scenario model posterior distributions of the first 6 driver variable vectors

Figure A.1.1: Histograms and kernel fit (red line) from Matlab function (histfit) of the posterior distributions of the first 6 variable in driver vector for the first modelling scenario.
Figure A.1.2: Histograms and kernel fit (red line) from Matlab function (histfit) of the posterior distributions of the first 6 driver variable vector for the second modelling scenario.
Figure A.1.3: Histograms and kernel fit (red line) from Matlab function (histfit) of the posterior distributions of the first 6 driver variable vector for the third modelling scenario.